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hydrogen technologies to achieve a fully integrated,

sustainable, low-carbon energy system.
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Addressing Legal Challenges in the Deployment of Hydrogen for
Industrial Applications

Alvaro Martin Moran?*,
ITHERESA Project PhD researcher at Universitat Rovira i Virgili

Introduction

Hydrogen usage as an energy carrier offers the potential to environmentally revamp
industrial sectors traditionally heavily reliant on fossil fuels, often referred to as 'hard to
abate' sectors. While the basic use of hydrogen has been known for a long time, today's
technical innovation and geopolitical momentum provide the perfect conditions for large-
scale hydrogen deployment. Environmental concerns and emission targets are driving the
shift towards a carbon-neutral economy [1]. Furthermore, the current geopolitical landscape
highlights the importance of strategic autonomy. The use of hydrogen can address both of
these concerns, making its deployment a key element to achieve the decarbonization
objectives [2].

The generation of hydrogen can take various forms, not all of which are carbon neutral.
Currently, numerous opportunities exist for producing clean hydrogen, ranging from
electrolysis powered by green electricity to production from waste and biomass. [2] To meet
our climate objectives, the focus should be made on carbon neutral hydrogen sources [3].

In contrast to the linear economy, which revolves around production, use, and disposal, the
concept of a circular economy emphasizes recycling, reuse, and repurposing of materials.
This approach reduces the demand for raw materials without impeding economic growth

[4].

Not all impediments for the deployment of a hydrogen economy are technical. Numerous
legal barriers hinder the adoption of hydrogen as a more sustainable model [5]. Barriers range
from the inadequacy of existing regulations, which often do not align with the unique
characteristics of hydrogen, to measures that obstruct the full utilization of this versatile
energy carrier [6].

Hydrogen has a dual relationship with industry, as it is both produced and used by industrial
processes [7]. Production of hydrogen primarily derives from an industrial process,
regardless of it being hydrolysis, steam methane reforming or fermentation [8].

* Corresponding author: alvaro.martin@urv.cat

1 This work has been carried out within the framework of (i) MSCA THERESA Doctoral Network under the HORIZON-
MSCA-2021-DN-01; and within the research group of the Universitat Rovira i Virgili, of which the author is a member,
"Territory, Citizenship and Sustainability", recognized as a consolidated research group and supported by the Departament de
Recerca i Universitats de la Generalitat de Catalunya (2021 SGR 00162).



Consequently, the regulation governing its production requires different considerations than
those essential for subsequent industrial applications [9], such as the production of hydrogen
from waste materials or as a byproduct of other processes [10]. Nonetheless, common
concerns exist that serve as central issues when addressing the deployment of a hydrogen-
based economy [11], particularly in terms of regulations related to transportation and storage
[12].

Methodology

This is a legal research work focusing on a legal analysis of the existing regulation. The work
aims at retrieving, identifying, and categorizing the current and planned regulation in the matter
at European level. The main legal instruments that will be examined are the ones dealing with
Hydrogen and the ones relating to the Circular Economy [13].

The justification of examining only elements at EU level comes from the fact that the EU has
been very active in the matter and that the EU regulation determines the direction of all the
national legislation of its member states. No national transposition of EU law nor international
legislation will be examined. However, some pieces of upcoming EU legislation will be
analyzed to provide a better understanding of the upcoming issues.

It should be noted that this work will explore the legal barriers for the deployment of a Circular
Economy based on the use of hydrogen in the framework of the decarbonisation objectives and
the accomplishment of a Just transition [14]. Additionally, the framework of planetary
boundaries will be used to justify the necessity of a Circular Economy.

Discussion

The expected outcome of this paper is to produce a map of the current and upcoming regulation
governing the use of hydrogen in the framework of the circular economy, such as production
of hydrogen from waste like plastics, renewable sources such as biomass or from other
industrial processes such as water treatment [10]. This will allow to identify the main
bottlenecks of the regulation and the areas where regulation is missing.

The main legal instruments analyzed for the purpose of this work will be the EU strategies for
a Climate Neutral Europe [2] and the Repower EU plan [3] and the New Circular Economy
Action plan [15], along with the current regulation on the gas [16] and electricity directives
[17] and the current proposal for new gas and hydrogen Directive [6]. Other relevant documents
are the directive on waste management that is also relevant for the Circular Economy [18].

Conclusions

Legal uncertainty and poorly adapted regulation represent one of the main obstacles for the
adoption of hydrogen on an industry wide basis, hindering investment and creating a
dependence on financial aid for innovation. While technology advances bringing costs of new
processes down [10], the regulation needs to be adapted to provide a stable framework.

However, there is some regulatory innovation underway [8]. The pace of innovation may be
faster than the legislator and sometimes clash with health and safety regulations or with
stablished principles such as precaution.
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Advanced characterization of densified cryogenic
hydrogen

Lorenzo Vallisa *!, Delphine Laboureur!, Maria Teresa Scelzo 2, Michel De Paepe?

!Department of Environmental and Applied Fluid Dynamics, von Karman Institute for Fluid Dynamics
2 Aeronautics and Aerospace Department, von Karman Institute for Fluid Dynamics
3 Department of Electromechanical, Systems and Metal Engineering, Ghent University

Introduction

This work wants to investigate one of the most critical topic related to hydrogen technologies: the
improvement of storage efficiency. Due to its very low volumetric energy density [7] it is in fact a
challenge to store hydrogen in limited sized tanks in gaseous form. A possible solution to tackle this
issue is to densify hydrogen to its slush state: a multi-phase mixture of vapor, liquid and solid crystals
near the thermodynamic triple point temperature. At slush state, hydrogen gains a significant 15 % of
higher volumetric energy density and 18 % lower enthalpy with respect to the single-phase liquid state,
resulting thus in a better resistance against boil-offs and heat losses [2]. With the current limits and
safety standards required to run experimental campaign with hydrogen, computational fluid dynamics
offers a viable alternative to investigate the physics of slush hydrogen. This research project ambitiously
aims at formulating a robust numerical solver able to simulate the complex dynamics of slush hydrogen to
optimize the design of storage tanks. Hydrogen at slush state provides non-trivial modelling challenges
as crystals are arbitrarily shaped. Their complex geometry in fact strongly influence the exchange of
heat between solid and liquid phase and hence the thermal stratification inside the storage tank. The
project foresees the realisation of a particle laden Lagrangian-based multi-phase solver not only able to
accurately reproduce the particle-fluid thermal and dynamical interaction but also to account for the
melting of crystals, given their not trivial geometrical configuration.

Methodology

The presented numerical model is able to resolve the particle-fluid and particle-particle interactions
by means of an Immersed Boundary Method (IBM) [5]. The IBM defines the boundary of a solid object
immersed in the fluid domain through so called Lagrangian points, entities independent from the grid
points where the flow field is solved. An Indicator Function I encodes the surface boundary of the solid
object at the fluid grid points, and its values range from 0 (fluid domain) to 1 (solid domain). At the
interface cells a Pyramid Decomposition Method, proposed in the work of Zhang [11], is used to compute
the local solid volume fraction, transforming hence the Indicator Function I into a Volume of Fluid ¢ field
variable, linearly interpolating values across the solid boundary from 0 to 1. According to Fadlun et al.
[3] a first-order accurate direct-forcing approach is used to exchange information between the solid and
the fluid part, the coupling force is scaled with the ¢ value of the solid volume fraction on the Eulerian
grid points: U U

p—Yf
F=9ts (1)
where Up and Uy are the particle and fluid velocity at fluid grid cell. The momentum equation for
incompressible and thermo-buoyant flow is hence re-written to account for the coupling forcing term f:

@+V(u®u):f@quu+ﬁ(1+B(TfTRef))g+i (2)
ot Po Po

in which the buoyant term p(1 4 8(T — Tgret))g is derived by using the Boussinesq approximation. Equa-
tion 2 is solved using a fractional-step approach: an intermediate velocity is firstly computed excluding

*Corresponding author: lorenzo.vallisa@vki.ac.be
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contribution of volume force, pressure and density gradients due to buoyancy. Secondly, by enforcing
incompressibility, a Poisson equation for pressure is obtained. The final velocity corrected with the re-
sulting pressure gradients. Accuracy and stability are ensured by looping over the pressure computation-
prediction step (PISO). Particle dynamics is solved in a semi-implicit way as in the work from Tschigale
et al. [9]:

u” = (myp + ml)_l(mpu”_1 +/

udV + / prudVIE_y + AtVp(pp — pp)g) 3)
L Qp

in which the the added-mass integral [ fﬂp prudV]?_; is integrated numerically over the whole particle
domain, as shown by Uhlmann [10] to be more stable and accurate. For what concerns the temperature
field we solved the thermal energy equations in the entire domain and we exploit the continuity property of
the scalar function ¢ to allow for a smooth variation across the particle’s boundary of the thermodynamic
variables, as already shown in the work of Tryggvason [8]:

D = (@t as(1 - §)VT @
where oy, and ay are respectively the particle and fluid thermal diffusivity. In this work we propose to
model highly non-regular surfaces by means of a NURBS algorithm [4]. Given a set of control points
tracing the boundary of the particle, NURBS is able to generate a surface interpolating these points
through a bi-variate products of B-spline basis functions defined on a set of parametric coordinates.
NURBS surfaces are initialized through a set of control points identifying the boundary of the particle.

& python

a)

SINTEF-Geometry/
SiIsL

C

OpenVFOAM®

C

Figure 1: Automatized Input Surface Assembly (AISA) algorithm: a) Parsing a STL file b) Assembling
control points for NURBS definition c) Interface for SISL library d) Final surface object. e) Indicator
function inside the final solver

e) J

This part divides into two main parts: the creation of the surface object and the algorithm interfacing
the object with the final indicator function. In the first part, as shown in figure 1, an Automatized Input
Surface Assembly (AISA) algorithm is written to parse STL input file containing the 3D coordinates of
the boundary points of the solid object. The AISA then uses an efficient approach to reorganize and order
the input control points so that they can be used as input variables for the correct parametrization of
the NURBS surface. In a second part an innovative Control Point Scan (CPS) algorithm is introduce to
correctly assemble the indicator function from the surface object. CPS exploits the introduced NURBS
features to identify first the boundary points, and then to correctly distinguish between the internal and
the external part of the solid object. The CPS algorithm has been tested to perform well on several
different shapes with concave surfaces (figure 2), and it has been proven to over-perform in terms of
efficiency the Poisson solver currently used in literature to compute the indicator function (See work of
Tryggvason).

Results

2024 =



Figure 2: Computation of indicator function performed by the Control Point Scan (CPS) algorithm for
different shapes

So far, the implemented numerical model features the isothermal solver for moving particles and the
thermo-buoyant solver for static particles have been successfully tested and validated against well-known
benchmark cases in literature. For the isothermal solver the validation test case is taken from the work of

wmmm List & Schemenauer 1971
* sdfibm++

10?

Co

10!

10° 10t 102
Re

Figure 3: Left: Drag coefficient versus Reynolds correlation for isothermal test-case of free-falling
snowflake. Right: Quiver plot of the flow deviated by the falling snowflake

[6],in which the settling velocities of a free-falling snowflake are given for Re < 600. The drag coefficient
is measured when the force balance between the gravitational force and the drag force is reached:

2 _
Cp = gVP(pg pf) (5)
PrvTSp

where vr is the particle terminal velocity and S}, the cross-sectional area of the particle. To reproduce
the above mentioned experimental test-case a uniform tetrahedral meshgrid of size 4d x 6d x 4d has been
chosen, where d is the reference length of the geometry defined as the diameter of the circle circumscribed
to the particle. It has been proven that the external’s domain boundary patches do not interfere with the
dynamics of the falling particle. The number of cells of the discretized domain is 4.5¢%. Results are shown
in figure 3. For the validation of the thermo-buoyant flow of a static particle a test case of a flow past
a heated elliposidal particle described in the work of Richter [1] (identified as Elliposid 1) is considered.
The particle has constant and fixed temperature of 125°C in its entire domain, including its surface. The
frame of reference is Cartesian and the incoming flow, entirely determined by the inflow, is parallel to the
x axis. In the freestream region gradients of velocity and temperature are assumed to be zero, therefore
all domain boundaries except inlet and outlet are symmetry boundaries. No buoyancy effect is considered
and density, as well as all thermophysical properties, are constant in the whole domain. the domain size
is chosen as 30d x 12d x 30d, where d is the sphere-volume equivalent diameter. The number of cells of
the uniform tetrahedral mesh is approximately 61eThe flow is initially still. At the inlet of the domain,
a uniform velocity is set with only the cross-wise component different from zero. At the outlet of the
domain, an atmospheric uniform pressure is set. The geometry has been built using over 25000 control
points to enable a smooth particle interface.Figure 4 shows the comparison between the reference test
case and the present study in terms of Nusselt number and drag coefficient. The overall agreement is
within 7.5% of deviation for the drag coefficient and 3.5% deviation for the Nusselt number.

Conclusions

In the present work we presented the main features of the numerical solver we are developing and that
we need to correctly reproduce the complex physics of the slush hydrogen in storage tank. The solver
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Figure 4: Left: Drag coefficient versus Reynolds correlation for thermo-buoyant test-case of static elli-
posid. Right: Nusselt number versus Reynolds correlation

is currently able to simulate particles of complex geometries. The isothermal solver for moving particles
and the thermo-buoyant solver for static particles have been validated against well-known experimental
benchmarks. Currently, we are working on the improvement of model to accurately simulate fluid-
structure interactions for a wide range of Reynolds number and particle-fluid density ratios. Moreover
we are finalizing the implementations of a phase change model and its interface with the front tracking
method embedded in the numerical solver.
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Introduction

The necessary global shift towards sustainable energy sources requires the production of green hydro-
gen as an alternative to traditional fossil fuels. As a clean and versatile energy carrier, green hydrogen has
the potential to decarbonize various sectors, from transportation to industrial processes. However, realiz-
ing the promise of large-scale green hydrogen production at competitive prices hinges on the development
of electrolysis stacks that are not only efficient but also durable and cost-effective.

Simulations play a crucial role in advancing the development of electrolyzers. However, acknowledg-
ing the potential limitations of simulations when standing alone, this dissertation takes a comprehensive
approach. It aims not only to enhance current development practices for PEM electrolyzers by integrat-
ing simulation tools to answer vital design questions but also to address the need for robust validation.
These design questions span various domains, ranging from mechanical considerations such as determin-
ing the optimal clamping force to fluid dynamics challenges like achieving a uniform temperature and
flow distribution, and electrochemical aspects, including strategies to minimize performance losses in
electrolyzers.

Methodology

The types of simulations that are to be improved and validated are a zero-dimensional (0D) general
purpose electrolyzer stack model in MATLAB Simulink, 3D Computation Fluid Dynamics (CFD) models
in ANSYS Fluent and 3D Finite Element Analysis (FEA) in ANSYS mechanical.

The best way to get experimental data for most of the simulations is through in-situ testing of
electrolyzers. For this, a PEM single cell test rig for benchmarking and accelerated stress tests (named
BEAST) was developed, which can be seen in figure 1. With a maximum current of 200 A, the test rig
can be used to investigate relatively large single cells compared to commercially available single cell test
benches. The size was chosen in such a way that effects can be measured more intensively which otherwise
are only relevant in stacks, such as unequal distributions of temperature and gas accumulation, pressure
drops across the cell and unequal contact forces of the compressed components. The test rig is equipped
with its own deionization loop and is suitable for cathode pressures up to 80 bar and temperatures up to
85°C. Cells can be investigated with electrochemical impedance spectroscopy in the whole current range
using a custom-made setup consisting of a 5 Toellner 4 quadrant multiplier power supply and Gamry
Load/Power-Supply Interface — LPI 1010 High Voltage. Other measurements implemented that provide
necessary data for simulations include the amount of H2 produced, the amount of water produced at
the cathode, the H2 in O2 concentration on the anode, the conductivity of the water before the cell, the
differential pressure across the cell and temperatures and pressures at several points in the measurement
setup.

Using measurement results from the test rig all parameters can be obtained that are required to fit
and validate most 0D models. In this dissertation a 0D model was developed in the EU Horizon project
Recycalyse, written in MATLAB Simulink, that builds upon the models of Marangio [5] and Sartory [7].
A short overview of the model inputs, outputs and internal submodels is shown in figure 2. The 4 coupled
submodels calculate the average pressure in the cell, mass transport of gasses and water, the voltage and
lastly the average temperature of the cell or stack in an iterative loop. The first three of these models
require empirical coefficients obtained from the test results. In the mass-transport model the parameters

*Corresponding author: rauh@hycenta.at
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Figure 1: Single cell test bench "BEAST” at HyCentA, with the cell conditioning infrastructure shown
on the left image and the Toellner 4 quadrant multipliers with the Gamry LPI 1010 on the right image.

that have to be fitted from experimental results are the gas permeabilities and the water drag coefficient
of the membrane. The gas permeabilities of the membrane can be obtained through the measurement of
gas concentrations in the product gases, while the water drag coefficient is obtained through measuring
the amount of water that is separated on the cathode side. In the voltage model the losses are separated
into anodic and cathodic activation losses, anodic and cathodic mass-transport losses, ohmic losses of the
membrane and ohmic losses of all electrically conductive components. The measured overvoltage can be
assigned to the individual causes through the use of EIS with a study of the Distribution of Relaxation
Times (DRT) as described in [4] through which coefficients in each overvoltage model are fitted. The
pressure model is fitted using the measured pressure loss over the single cell for different current densities,

flow rates and cell temperatures.
/ Stack model
Input:

Anode inflow Pressure model

(fim20.P. T)
Cathode pressure
Current

Mass transport model Output:

Vian V o . «  Voltage
Vian Yicat Nign Nicat . Anode output
(Mu20, Tinz, Ttoz, P, T)
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Electro-osmotic drag
coefficient

- (

(" Stack specific input:
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K-

Thermal model

Figure 2: Overview of the 0D PEM electrolyzer model and its inputs and outputs.

For the validation of CFD Simulations, the total pressure loss across the cell is already available from
the single cell test rig, but to validate all aspects of the simulation the distribution of temperature and
current density inside the cell has to be known too. Since at the beginning of the dissertation no PEM
single cell on the market met the necessary criteria for maximum pressure, temperature, and current
density, a custom single cell was developed as shown in figure 3. This single cell, when coupled with a
segmented current density and temperature measurement device (as for example described in [1]), enables
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a validation of the most important aspects of a CFD result. At the current stage of the dissertation, ’
the single cell is currently undergoing initial testing, with subsequent validation of CFD results using the
segmented cell measurement device planned as the next step.

An exemplary result of the preliminary (yet to be validated) CFD simulations can be seen in 4. This
simulation was done for the anode side only, as for PEM electrolyzers the anode side is of the higher
interest here, as this is where the cell is cooled by the water flow while also the oxygen has to be removed.
This makes a uniform water flow distribution necessary, which can be quite a challenge when the cell
geometry is for example circular [6]. Some crucial parameters that are important for these types of
simulation, that can not be tested easily through in-situ testing, are the permeabilities of the porous
materials on anode and cathode side. Also, in the simulation flow resistance parameters are required to
model the expanded metal meshes that are used instead of a conventional flow field on the anode side, as
they are replaced by a porous zone to reduce computational effort [3]. These parameters are obtained in
this work by using a custom built material sample fixture to measure the flow resistance at known volume
flow rates of the various materials. By placing the material fixture behind a single cell, also 2-phase flow
resistance can be measured.

Figure 3: PEM electrolyzer single cell for testing at 35 bars differential pressure.
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Figure 4: Temperature distribution in a 50 cm? PEM electrolyzer cell at 2 A/cm?2, 2.2V and a water flow
rate of 515 ml/min, simulated using ANSYS Fluent

The third type of simulation that is looked at in this dissertation is finite element analysis (FEA), which
is used to answer mainly structural questions. In PEM electrolyzers the catalyst coated membrane (CCM)
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and the gaskets require an optimal individual and uniform compression to ensure good performance and
gas tightness. While some laboratory single cells can set the compression of the active layer and the
compression of the gaskets individually, in a PEM electrolyzer stack they are usually linked, which means
that an increase in clamping force can improve gas tightness, but it may also over-compress the inner
components and reduce the lifetime and performance. To find the right size of all components a good
methodology is required, as most used materials show non-linear stress-strain behavior, and change their
properties over time and also as a function of the operating temperature [8, 2]. To validate such an
FEA-based methodology, pressure-sensitive films (PSF) are used to analyze the contact pressure in the
cell materials and gaskets. A quantitative evaluation tool written in MATLAB Simulink is currently in
the validation phase. An evaluated result of this tool can be seen in figure 5, where a Quintech EC-EL-50
electrolyzer cell was compressed according to the manufacturers recommendations. As can be seen from
the evaluated image, some areas of the gaskets only see a fraction of the average compressive stress,
which indicates a low sealing effect and highlights the need for higher parallelism tolerances in the cell
components.

d and p I pi sensitive film
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Figure 5: Scanned and evaluated pressure sensitive film LW (2.5 - 10.0 MPa range), compressed in a
Quintech EC-EL-50 single cell

Discussion

This dissertation aims to advance the development of proton exchange membrane (PEM) electrolyzers
by integrating simulation tools into the development process to address design questions across mechan-
ical, fluid dynamics, and electrochemical domains.

The specially developed PEM electrolyzer test rig, BEAST, together with a single cell containing
a segmented current and temperature measurement device, serves as a robust validation platform. Its
capacity for measuring effects relevant in stacks, such as temperature and current distribution, product
gas compositions and pressure drops, enables the validation of a 0D electrolyzer stack model and the 3D
CFD simulations of PEM electrolyzers. Additional material properties required for the CFD simulations
are obtained through a custom built flow resistance measurement device.

Furthermore, finite element analysis (FEA) addresses structural questions, especially the necessary
thicknesses and material properties for a correct force distribution between sealing materials and inner
cell materials. Experimental validation, using pressure-sensitive films and a MATLAB Simulink-based
tool for evaluation, offers a quantitative approach for the validation of these finite element simulations.

Conclusions

In conclusion, this dissertation undertakes a comprehensive approach to advance PEM electrolyzer de-
velopment. While the ultimate goal is to improve the simulation tools for the development of PEM
electrolyzers, a strong emphasis is placed on a robust validation strategy. The approaches outlined for
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validating individual simulations are currently in the implementation phase. When completed, the next
step will be to answer the most important design questions by means of simulations and to find opti-
mization potentials as well as to identify any further gaps that cannot yet be satisfactorily solved in the
development.
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Introduction

The European Green Deal is the EU’s answer to address global climate change and its goal is to achieve
net-zero emissions of greenhouse gases by 2050 [12]. This necessitates an energy transition towards
renewable energy sources, introducing the need for a wide range of storage technologies due to the
intermittency of such sources of power generation and the inherent imbalance created between the supply
and demand sides. Synthesis of fuels such as hydrogen (H:), methane (CH,), ammonia (NH;) and
methanol (CHsOH) using excess renewable power on the grid (so-called ”e-fuels”) are possibilities for
long term and seasonal storage [11, 8, 19], and is an attractive storage option given the existing gas
grid infrastructure. Furthermore, these e-fuels can be produced where renewable energy is abundant and
transported across the globe, contributing to one of the cornerstones of electrical grid decarbonization;
providing diverse and flexible resources in the energy mix to ensure a smooth energy transition towards
renewable energies and to bolster the security of energy supply. One part of this portfolio of diverse power
generation options are engine power plants, which are scalable to demand and can provide electrical power
from 10 kW up to 20 MW per unit. Due to their high dispatchability and ramping capabilities, engine
power plants are the ideal technology to act as peaking or grid stability units. Currently, 30 GW of
engine power plant capacity is installed in the EU, which is ~15% of the current installed wind power
across the member states. The share of such power plants is expected to grow in the following decades
[1], and therefore carbon neutrality will require these power plants to evolve towards renewable fuels.
State-of-the-art reciprocating engines for power generation currently produce undesirable emissions such
as CO2 and NO, [21]. though the choice of fuel or combustion mode offer possibilities to mitigate or
even eliminate such species. A compelling solution to simultaneously decrease the output of both species
is with the use of an oxy-fuel reciprocating engine operating with a mix of hydrogen and methane.
The use of renewably sourced hydrogen in the fuel blend reduces engine-out CO5 emissions, oxy-fuel
combustion produces an exhaust with a high concentration of COs that is favorable to carbon capture,
and the removal of nitrogen in the oxidizer supply eliminates NO, production. Because of enhanced
oxygen concentration in the fuel-oxidizer mixture, dilution is necessary to mitigate excessive in-cylinder
temperatures and this diluent can be sourced from recirculated exhaust COs or from other industrial
processes if operating with pure hydrogen. Oxy-fuel reciprocating engines featuring CQOs dilution and
a completely renewably-produced fuel mixture could even be net-negative CO5 emitting, as they would
need to source a supply of CO5 from an exterior system. However to date, there have been limited
investigations of such reciprocating engines, and their performance using Hy or CHy fuelling is not well
characterized. This study will therefore provide a first-of-its-kind experimental investigation of CO2
diluted oxy-fuel combustion in a reciprocating engine using low- and zero-carbon intensity gaseous fuels.

Oxy-fuel combustion in reciprocating engines
Oxy-fuel combustion is defined as burning fuel with pure oxygen instead of air, as found in applications

such as oxy-acetylene welding. In a reciprocating engine, however, this would lead to temperatures that
exceed the mechanical limitations of the engine (2500 K) [22]. To reduce these temperatures, a diluent
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is introduced in the combustion chamber that displaces Ny, which should ideally be an inert gas. This
introduces a trade-off between ideal efficiency and practicality. If efficiency would be the only concern,
it is key to select a diluent with a high ratio of specific heats (). Ar, for which v is equal to 1.66, is
one such option [6, 4]. As opposed to efficiency, if practicality is the main concern, COz, HyO, O2 or a
mixture thereof are the most interesting options due to its abundant availability. A more practical option
is the dilution of Oy with COs, H2O or a mixture of these species due to their abundant availability. The
first stage of this research will focus on methane and hydrogen oxy-fuel combustion diluted with COs.
When air is replaced with nitrogen-free oxidants, the main impact on the combustion properties can be
seen in the adiabatic flame temperature and laminar burning velocity. When the oxidizer has the same
concentration of oxygen as air (i.e. 21% O and 21% COs by volume), the laminar burning velocity is
reduced due to the lower thermal conductivity and a higher density of COs compared to No. CO4 also
has an interaction on the combustion kinetics, which previous research found occurs through the reaction
3]

CO+0OH < CO,+H (1)

which reduces the laminar flame speed. In order to match the laminar burning velocity of the COs
diluted oxidant with that of air (ca. 39 cm/s), it requires a mixture with nearly 40% oxygen by volume.
However, this corresponds to an adiabatic flame temperature of 2400 K, which is 200 K greater than
that for methane/air combustion. This introduces the trade-off between excessive temperature and flame
stabilization, where a robust CO5 diluted oxy-combustion process requires at least 30% oxygen by volume
[9, 7]. To conclude, the upper and lower limit of CO5 in the oxidiser mixture will be defined respectively
by excessive thermal load on the engine and flame stabilization. In the second stage of this research,
hydrogen will be added to the intake mixture to address the reduced combustion stability. Multiple
studies have been performed regarding the combustion of methane and hydrogen mixtures in SI engines,
but there are limited investigations for oxy-fuel combustion. Hydrogen addition has been demonstrated to
increase combustion stability for various equivalence ratios and hydrogen enhancement levels. The main
contribution of hydrogen is the reduction of flame development duration, which enhances combustion
stability [17, 24, 10]. As previously mentioned, the working fluid mainly consists out of COs, which
compromises the indicated efficiency (7;) due to the reduced laminar flame speed and the v [22, 3, 4, 5].
To minimise this effect, it is important to decrease the CO2 concentration in the oxidiser mixture as much
as possible and consider mixtures of methane and hydrogen, as this could increase the combustion speed
and increase 7;. A key goal of this research is to determine the operating conditions with the highest
indicated efficiency.

Experimental setup

Experimental tests are performed on a single-cylinder SI engine specifically developed for oxy-fuel com-
bustion. Table 1 contains the main characteristics of the engine and Figure 1 shows a schematic overview
of the setup. The test bench is based on a single cylinder Yanmar diesel generator. The cylinder head is
adapted to incorporate a pressure sensor, a spark plug and a thermocouple to monitor the temperature.
An investigation is conducted to determine the modified compression ratio (C,.) and valve timing required
for the engine. Because methane, hydrogen and their blends will be investigated in this research, both the
compression ratio and valve timing should be appropriate for all possible mixtures and the pure compo-
nents. Hydrogen (RON>120) and methane (RON=120) have a high octane number [23, 14], which makes
them more knock resistant compared to gasoline. For this reason the compression ratio can be increased,
which will aid efficiency [20, 2]. Due to its low ignition energy, hydrogen is prone to pre-ignition and
backfire. Valve timing is one of the main parameters to control these phenomena. It was shown that not
only the reduction of valve overlap played a crucial role in the development of backfire, but the timing
of the intake valve opening as well. To reduce the possibility for recirculation of residual gasses, valve
timing is fixed such that there are CAD of valve overlap [13, 16, 15].
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Table 1: YANMAR L100V, air-cooled, single-cylinder characteristics.

Engine type Air cooled, single-cylinder

Make Yanmar L100V
Displacement [mm?] 0.4357
Compression ratio 9.8

Bore x stroke [mm|] 86 x 75
Connecting rod length [mm] 120.5
Crank radius [mm] 37.5

IVO [CADJ- IVC [CAD)]
EVO [CADJ- EVC [CAD]

0 aTDC - 127 bTDC
127 aBDC - 0 bTDC

The in-cylinder pressure is measured by a high frequency piezoelectric AVL GH15D pressure sensor. The
signal is amplified by a AVL FlexIFEM 2P2E. The gaseous mass flows are measured and controlled by
Brooks Mass Flow Controller (MFC) SLA-585X. The intake and exhaust pressures are measured with
absolute piezoelectric KISTLER 4260 transducers. The intake, exhaust and cylinder-wall temperature
measurements are done with K-type thermocouples. A constant velocity of 1500 rpm is provided by an
electric motor. The torque sensor is a HBM T40B Torque flange mounted between the engine and the
electric motor and the crank angle is acquired every 0.1 CAD by a Heidenhain ROD 426 rotary encoder.
The acquisition of all the data is done by a National Instruments Compact Rio 9022. Depending on the
required Os mass flow rate, the oxygen is fed by an oxygen bottle for low mass flow rates, while higher
mass flow rates of oxygen are provided by a Pressure Swing Absorption (PSA) oxygen generator Noxerior
OP-60 Ecoline. In this machine the purity of oxygen is 95%. In Table 2, a summary of the uncertainty of
the instruments used is reported. The adopted methodology for uncertainty analysis has been extensively
explained in [18].

Table 2: Equipment uncertainty data summary. FS = Full Scale, PV = Processed Value

MFC (Brooks SLA585X) Uncertainty
Accuracy +0.7% PV
Repeatability +0.2% FS
Temperature zero drift +0.05% FS/K
Temperature span drift +0.05% FS/K
Pressure drift +0.429% PV /bar
Bottles (Air Liquide) Purity
Methane 99.5%
Oxygen 99.995%
COq 99.995%
Hydrogen 99.995%
Crank Angle Encoder (Heidenhain ROD 426) Uncertainty
Least Count 6¢ 0.1 CAD
TDC positioning +0.05 CAD
In-cylinder Pressure (AVL GH15D) Uncertainty
Signal amplifier (AVL FlexIFEM 2P2E)

Accuracygmp +0.01% FS
Accuracyg,amp +0.5% (U95)
Intake & Exhaust Pressure (KISTLER 4260) Uncertainty
Linearity + Repeatability +0.2% FS
Age drift +0.1% PV /year
Temperature drift +1.5% PV
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Figure 1: Experimental setup schematic
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Introduction

The study of hydrogen in Atom Probe Tomography appears as a relevant challenge whether of
its low mass, high diffusion coefficient and presence as a residual gas in vacuum chambers
generate multiple complications for atom probe investigation [1-5]. Different solutions were
proposed in literature like ex-situ charging coupled with cryotransfer [6-7] or H charging at
high temperature in a separate chamber [8]. In this study, we propose an alternative route for
in-situ H-charging in atom probe derived from a method developed in Field lon Microscopy
by Dudka et al. to study the Helium in-situ implantation damage [9-12] to understand low-
energy traps. By applying negative voltage pulse on the specimen in an atom probe chamber
under low pressure of Hy, it is demonstrated that high dose of H can be implanted in the range
2-20 nm under the specimen surface. An atom probe chamber was modified to enable direct
negative pulse application with controlled gas pressure, pulse repetition rate and pulse
amplitude. Using electrodynamical simulations, it is shown that implantation energy is in the
range 100 - 1,000 eV generating mild implantation defects. A theoretical depth of implantation

was predicted and compared to experiments.

Methodology

Before detailing the methodology, a quick reminder of the Atom Probe Tomography (APT)
principles. Under the effect of the high voltage V applied to a metallic sample prepared as sharp
needle, an intense electric field F is generated at the apex. This field is proportional to the
inverse of the radius of curvature R at the apex of the tip, as shown in the following eq. 1 [13]

-V
F=im ()
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k¢ afield factor (3 to 5), is a slowly varying semi-constant with R [14]. The generated electric

field F is around 10 — 60 V.nm™1. This high electric field F allow to evaporate atom per atom
and analyses a sample at atomic scale in a standard use, resolved in time, mass and position for
each atom. Conversely, when a negative pulse voltage is applied to an APT sample, a negative
electric field is generated at the apex tip. This electric field generates an electron emission
characterized by the density of electrons emitted in A/m? at the apex of the specimen. This
density follows an exponential law known today under the name of Fowler-Nordheim [15].

The flux of electron emitted J at the apex depending on the electric field F and the work
function of electron. For Nickel, Tungsten and Iron the work function is respectively @ =
5eV, 4.5eV and 4.4 eV [14]. When we introduce a gas in the chamber analysis, in our case
H> gas, this emission of electrons can ionize the environment gas in electronic cone emission
Figure 1. The gas is positively charged therefore be attracted into sample by the negative

polarization and impacted into sample.

P~ 10 mbar Gas H,
@ b » -

+

APT sample A H
+

4/' {25 Electron emitted from sample

O Electron loss from molecule

4—-& HzJr ‘_u H2+ < Attraction of molecular ions
~ H +—= H*
0 )
-1000 H, b
-2000 r H*
-3000 D H:

Figure 1: Implantation in-situ of H, in chamber analysis in Atom Probe Tomography (APT). These Hy*
molecules are ionized by the electron emitted from sample and attracted into an APT sample.

Negative pulses are applied to the tip in Hz gas to implant, then the sample can be analyzed
with H charged. Remember that the sample is metallic and at cryogenic temperature (20K < T

< 80K) during the process. The trapping behavior of H2 in materials can be studied.
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Using Lorentz-2E software [17-18] allows us to obtain the kinetic energies of electrons when
they are emitted from the tip when a negative pulse is applied and the kinetic energy of H,*
particles when they are attracted and implanted to the APT sample. Using realistic pulse Figure

2a to generate an electric field and the geometry of instrument are modelized to predict the H-
charging into an APT metallic sample.
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Figure 2: Simulation with Lorentz-2D of negative pulse using for implantation in-situ in APT. The rise time is
1.2 ns and the width is 1.8 ns. Lorentz simulations are carried with the most closed pulse to the real pulse using
in APT (a). Generation of electric field at the apex of the tip (b). Simulation of electron emitted from APT
sample (yellow) and volume of H,* ions created and implanted in apex sample (blue) (c).

Simulations have been done for different pulse amplitude (—=500V, — 1,000V, — 2,000V and —
3,000V) and we obtain for example the simulation of electronic cone emission from an APT
sample in Figure 2c. The average kinetic energy of implanted ions H»" is extracted for different
pulse amplitude by considering a lot of parameters (not show here). The average implantation
energy considering the proportions for —1,000V is around 150eV, for —2,000V is ~250eV

and for —3,000V is ~320eV as shown in Figure 3a and an example of simulation is show for
—2,500V on an APT tip in Figure 3b.
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Figure 3: Simulations done with Lorentz-2D to obtain an estimation of implantation energy for different
pulse voltage with quantity of ions implanted normalized (a). Implantation energy gradient of H,*
particles for a voltage pulse at -2.500V applied on APT sample (b).

Discussions

Some experiments are done in homemade APT on Iron and Nickel pure to compare and

verify the theory and the H-charging prediction.
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Figure 4: Experiments of in-situ pulsed implantation of hydrogen in Iron sample with their implantation
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Figure 4 shows the result of H2 charging at cryogenic temperature in Iron and Nickel sample.
Experiments of in-situ implantations of H performed on the same Iron sample, displayed side
by side to reconstruct the entire tip to demonstrate how the method works in Figure 4a. For the
Nickel sample, implantation profiles are compared to simulation in Figure 4b. The model has
good agreement with experiments and can predict the density of H implanted and the depth of
implantation. We reach a hydrogen saturation around 50% and 60% inside an Iron and Nickel
tip respectively. We observe a slight loss of hydrogen implanted on the first nanometers
probably due to desorption. Indeed, this implanted hydrogen is located in the sub-surface of
the sample and therefore has greater ease of escaping from the sample. Concerning the
implantation depth, it agrees with the model, as does the expected hydrogen density implanted

in the sample (not shown here).

Conclusion

We described in this study a method to implant successfully a high dose of H in the first 20 nm
of a metallic sample at cryogenic temperature. The goal is to study the diffusive trap of H in
different alloys, improving our knowledge of the behavior of H in materials. In situ pulsed
implantation allows us to implant a higher dose and energy of implantation than continuous.
The method is simple and straightforward. Nevertheless, the good control of many parameters
is required. Parameters related to the implantation and the instrument of course but also related
to the tip shape. The theory and the experimental are consistent. The implantation profiles are
satisfactory, the implantation of H ions in Nickel reaches a depth of 4nm with a significant
quantity (100,000at) with up to 10% remaining at 10nm of depth. Pulsed allows to reach a
higher negative voltage amplitude than in constant voltage, to ionize a large quantity of ions
close to the tip and thus to implant a large quantity in the optical axis of a APT sample with
high energy. This in-situ implantation makes it possible to avoid any cryogenic transfer and
diffusion of H implanted due to the low temperature process (20K < T < 70K) and allows a
study on H in materials with a relatively good statistic. This method therefore appears today as
a good alternative for the study of H in materials at the atomic scale. In the following study we
will study lateral implantation in larger depth with different shank angle and TEM analysis
before and after implantation. And we are currently working on in-situ implantation in other
materials like Ni-Mo with some grain boundary of molybdenum. The goal is will be to study
this method at trapping sites, such as Scandium, Zirconium, grain boundary or dislocations and

study the spatial location of H in APT specimen.
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Introduction

The increasing global temperatures and adverse effects that are experienced call for a dramatic change
in the amount of greenhouse gas emitted with studies indicating a decrease of at least 90% by 2050.
The decarbonization of the energy sector has therefore become a stringent topic in national and inter-
national efforts to combat climate change [8]. Green hydrogen has the potential to contribute to this
decarbonization [29], because it can be produced from renewable energy and does not emit greenhouse
gases. Consequently, this hydrogen type has received significant attention among academia, practitioners
and policymakers [2]. The value chain of hydrogen can have different configurations since the energy
vector can be produced, stored and converted in different ways and forms (e.g. gaseous, liquid [31], but
typically consists of the nodes ‘source of energy’, ‘production units’, ‘storage facilities’, ‘transportation
modes’ and ‘end use’ [1].

The potential of green hydrogen relates to the use of renewable energy sources for the production,
rather than fossil fuels from which the currently used grey hydrogen is produced [18]. With green hy-
drogen the production process can therefore be decarbonized [2, 14]. Hydrogen also has the potential to
replace fossil fuels in the process industry and to be used in mobility, built environment and commercial
sectors [15, 35]. Thus, green hydrogen has the potential to enhance the sustainability and reliability of
the energy system and play an important role in assuring flexibility of the energy system [19]. Accord-
ingly, the European Commission has set a target of 40 GW of green hydrogen production by 2030 [6]
and, following the Russian invasion of Ukraine, the production and import of 10 million tonnes of green
hydrogen each by 2030 [7]. Also in the Netherlands the potential of green hydrogen has resulted in the
goal of an electrolyser capacity of 3-4 GW by 2030 [16] and 15 - 20 GW around 2040 [24]. Besides plans
for green hydrogen, several projects are taking place in the Netherlands. Examples are the execution of
four pilots on hydrogen use in the built environment [30], the construction of a national hydrogen network
[22] and the development of a large-scale hydrogen hub in the Port of Rotterdam [28].

Despite the potential of green hydrogen in decarbonizing the energy system and the formulation of
targets on green hydrogen across the EU, the transition to green hydrogen has encountered several
barriers, amongst which technical, economic and regulatory challenges. The policies and regulations
relating to hydrogen form in many countries a barrier in their efforts to scale up the hydrogen energy
system whilst the technologies are ready for implementation [17, 13]. These barriers are for instance
regulatory uncertainty due to the lack of a harmonized legislative framework [3] or difficulties in regulatory
frameworks from moving disruptive technologies from demonstration projects to large-scale deployment
[31]. In other words, conventional ‘one-size-fits-all” approaches to regulation might be outdated for sectors
in transition, thereby making alternative approaches to regulation potentially more suitable [21].

The scale-up of the hydrogen market is faced with a ‘chicken-and-egg’ problem [25] where on the
demand side businesses interested in using green hydrogen require insight about the expected quantity,
price, network operators and tariffs, whereas in terms of supply potential investors require insight into
the future demand [23]. Additionally, this impasse in transitioning to green hydrogen is exacerbated by
the big cost gap between grey and green hydrogen, resulting decreased interest among producers and con-
sumers [2]. Meanwhile, the expected demand and supply determines the development of infrastructure

*Corresponding author: r.j.vantveer@tudelft.nl
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[23]. Overcoming these interdependencies require coordinated action across stakeholders to materialize
the full benefit of hydrogen in the transition to green hydrogen systems [15].

Thus, barriers encountered in transitioning to green hydrogen relate to the formal rules of green hydro-
gen value chains (GHVCs) on the one hand and coordination amongst stakeholders on the other hand.
Overcoming these barriers requires gaining an understanding of the institutional framework in which its
activities take place [9] and the interaction between the political, techno-economic, market and social
dimensions of the hydrogen transition [13]. An institutional framework consists of formal and informal
institutions, actors and the governance of a sector [9]. Institutions are defined as widely understood rules,
norms or strategies which create incentives for behaviour in repetitive situations [4]. These can either be
public policies and laws (formal) or spoken or tacitly understood social norms (informal) [10] and can
comprise a single statement or multiple statements [32]. Gaining an understanding of the institutional
framework and its institutional framework in the hydrogen transition will provide insight into the sector
and potential negative mechanisms [9], thereby contributing to the identification and implementation of
adequate policy mechanisms, which are crucial for transparent procedures for national, renewable-based
hydrogen plans that support hydrogen supply and demand as well as necessary infrastructure [14, 13].

The conducted research in this PhD seeks to contribute to overcoming these barriers in the hydrogen
transition by taking a socio-technological perspective on the transition to GHVCs. It combines the
disciplines of law, social sciences and engineering to perform a comprehensive analysis of the influence and
design of the institutional framework in achieving a coherent technological and institutional transition to a
GHVC. With a socio-technical perspective the green hydrogen value chain is considered as a combination
of the social and technical systems involved in making, distributing and using green hydrogen [14]. Using
this perspective allows for the analysis of the interactions between the institutional framework and the
technical dimensions of the GHVC. As this doctoral research started in January 2023, research results
or papers are not yet available. Up to the time of writing this research abstract, the doctoral research
consisted of the identification of knowledge gaps and formulation of the approach to be taken to decrease
these gaps. In the following sections, the formulated research approach, questions and methods are
therefore described.

Data Collection

Interviews Literature Review Doctrinal legal research

Institutional Analysis Institutional Design

3.To what extent do (alternative) institutional design mechanisms
facilitate a coherent technological and institutional deployment of the
green hydrogen value chain of [case study]?

1. What are the existing legal structures regarding green hydrogen in
the Netherlands?

4. How can institutional design mechanisms be upscaled to facilitate
the transition to a green hydrogen value chain for the whole country of
the Netherlands and beyond?

2. How do both formal and informal institutional arrangements in the
green hydrogen value chain of [case study] align?

Institutional Institutional Network

e — Legal analysis S Agent Based

Results and recommendations

How can institutional design mechanisms facilitate the coherent institutional and technological deployment of green hydrogen value chains in the
Netherlands?

Figure 1: Research approach

Research methods

This research will be applied to a GHVC in the Netherlands that already exists or will be developed. The
use of a case study will aid in maintaining a feasible and manageable research scope. Additionally, the
research results will be valuable to stakeholders of the chosen GHVC application. In terms of methodology,
a synergy between legal, qualitative and quantitative research is proposed. These research steps will
build onto each other and will collectively provide insight about the effect and potential design of the
institutional framework of a chosen GHVC in the Netherlands. The approach that will be taken in this
research is depicted in Figure 1, along with the corresponding research questions and methodologies. This
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research is divided into two phases, the institutional analysis and institutional design phase, which will
be discussed in the next subsections.

Institutional analysis

This doctoral research commences with gaining an understanding of the institutional framework of a
GHVC in the Netherlands that already exists or will be developed. This phase identifies the space in
which actions related to green hydrogen can be undertaken and the extent to which alternatives are pos-
sible by identifying and analysing (1) the formal institutions and (2) the stakeholders and their informal
institutions on the other hand. Legal analysis will be employed to understand how the formal institutions
shape and influence the development of the GHVC under analysis, thereby answering research question
1 shown in figure 1. Data will be collected with literature review and a doctrinal legal analysis which
entails research into the law (legal acts, regulations, policy guidelines, case law, administrative decisions)
and the legal concepts [5].

The stakeholder network of the GHVC and their informal institutions, such as their relationships, agree-
ments and strategies, and the alignment of their formal and informal institutions, will be studied using
Institutional Network Analysis (INA) which utilizes interviews for data collection. The approach aids
analyzing and visualizing the complexity of the institutional framework of a subject where multiple
stakeholders are involved and coordination is required [20].

To visualize the alignment of institutions, we use the Institutional Grammar (IG) which is an analyt-
ical tool for assessing the content and structure of institutions. A first step in applying IG is dissecting
an institution into its constituting statement(s) [32], which are the shared linguistic constraints or op-
portunities that prescribe, permit or advise actions or outcomes for actors [4, 33]. The tool enables the
analysis of the core elements of institutional statements in a structured manner with a syntax, which aids
in identifying common components of institutional statements and establishes the set of components that
comprise each type of institutional statement [4, 33]. By analyzing the elements of the institutions identi-
fied for the case study GHVC using IG and visualizing them using INA, the alignment of the institutions
in the institutional framework will be identified as well as potential voids or overlaps.

Institutional design

In the second phase of the doctoral research the interaction between the institutional and technological
dimensions of the GHVC under analysis will be studied by means of agent based modelling (ABM). The
methodology is suited for comparing and illustrating before and after situations of a policy implementation
(12, 27]. ABM will be used to simulate the future development of the GHVC under the existing and
alternative institutional design, thereby providing insight about the extent by which the institutional
framework plays a role in the transition to a GHVC and providing insight on potential mechanisms that
can be employed to facilitate the coherent technological and institutional development of the GHVC. To
integrate the institutions into the ABM, the meta-model “Modelling Agent systems based on Institutional
Analysis” (MAIA) introduced by [11] will used as a basis. This framework helps understanding and
analyzing social systems where interactions taken place under an institutional structure. It extends
and formalizes the concepts of the Institutional Analysis and Development (IAD) framework of [26] and
provides a template of concepts to model social systems, particularly focused on the institutional aspects
of the system [34].

As Figure 1 shows, Institutional Grammar will also be used in the institutional design phase of the
doctoral research. IG will be used to decompose and integrate the institutions of the case study that
are identified in the preceding research phase into the Agent Based Model. For exemplary purposes,
the concepts of the MATA framework, which correspond to the structures of the TAD-framework, have
been applied to the green hydrogen value chain system in this research and is shown in Figure 2. In the
TAD framework "rules-in-use” and ”rules-in-form” are used, which in this research respectively refer to
informal and formal institutions.

Discussion

The aim of this doctoral research is to show to what extent an institutional framework plays a role in
the development of the value chain of hydrogen. Additionally, this research aims to show how the design
of the institutional framework can facilitate the coherent technological and institutional development.
The research questions will be answered by means of differing methodologies from various disciplines,
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thereby analysing the socio-technological system from various perspectives and allowing a comprehensive
multi-dimensional understanding. The results are expected to demonstrate that a transition such as that
of green hydrogen is not only determined by technological advancements, but that research into this topic
should include the social and institutional dimensions. Moreover, this doctoral research seeks to provide
insight into potentially effective institutional design mechanisms which can contribute to formulating
effective regulatory and legislative approaches prior to the actual materialization of the GHVC. This
can decrease the timeline of policy-making and avoid potential ineffective or harmful institutional design
mechanisms to be implemented.

Limitations of this doctoral research relate to its focus on the coherence between the institutional
and technological system of the GHVC, which infers less attention to the technical specificities related
to hydrogen. Moreover, the socio-technical perspective taken in this research is limited to formal and
informal institutions and stakeholders within the chosen GHVC whereas the social dimension could also
include topics such as public acceptance or ethics. Even though these debates are of great importance,
these fall outside of the scope of this doctoral research. As the research is interdisciplinary, it is limited
in the depth attributed to each discipline whilst these all could encompass a doctoral research in itself.
Lastly, the use of a case study does provide valuable results, also for other GHVCs, but does limit the
generalizability of the research results.

Conclusions

Green hydrogen has received significant attention among academia, practitioners and policymakers since
the energy carrier has the potential to replace grey hydrogen as well as fossil fuels. Despite the various
national plans for the production and use of green hydrogen, both the unsupportive legislative and / or
regulatory frameworks and lack of coordination among stakeholders form barriers in the materialization
of green hydrogen value chains. Analysis of the institutional framework, which involves the formal
rules, the stakeholders and their agreements, norms and behaviour, of a sector aids in understanding
potential negative mechanisms for the advancement of that sector. This research therefore adopts an
institutional analysis and design approach to analyze the development of a green hydrogen value chain in
the Netherlands under the current and alternative institutional frameworks. In the institutional analysis
phase will gain an understanding of the institutional framework and the alignment of the institutions
applicable to the green hydrogen value chain of the case study. The design phase will identify how the
GHVC will develop in the future and how design mechanisms can facilitate the transition the a green
hydrogen value chain in the Netherlands. The obtained insights from the proposed research are expected
to contribute to the development of robust and supportive regulatory approaches that facilitate the
coherent technological and institutional deployment of GHVCs in the Netherlands. This can consequently
contribute to achieving a more sustainable energy system, the decrease of greenhouse gas emissions and
mitigating climate change.
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Introduction

The significance of hydrogen to the global economy is still increasing. By the end of 2021,
more than 20 significant government documents were issued to plan the deployment of
hydrogen [1,2]. Crucial is rapid increase of installed capacity of CO2-free hydrogen
production plants to meet the predicted demand and ambitious climate-friendly goals. Solid
Oxide Electrolysis (SOE) is one of the electrolyser technology being evaluated for
widespread implementation in this field. Due to excellent catalytic activity and high mixed
ionic-electronic conductivity (MIEC), cobalt-based oxides (perovskite like LSC) are
cutting-edge materials for SOC air electrodes [3]. However, the predicted continuous
development of the demand in the coming decades (related to the Li-ion batteries market),
and the politically unstable location of main cobalt mines causes the high supply risk of
cobalt. For that reason, cobalt has been listed as a critical raw material (CRM) by the
European Union (EU) since 2020 [4]. In addition, toxicity of this material and the
socioeconomic concerns associated with its mining production are further impetuses for
development of alternative air electrodes with limited amount of Co. A feasible and
economically beneficial alternative to the Co-based air electrodes seem to be Cu-based
materials. With the implementation of copper, partial or complete replacement of cobalt is
possible. It was demonstrated that rare-earth Cu-based oxides double perovskites have
potential for application in reversible solid oxide cells (rSOC).

Material and methods:

The physicochemical features, including structure, stability, and transport properties, of Cu-
based double perovskites derived from ReBaosSrosCoCuQOs+s (Where Re: Sm, Gd, Pr, Nd)
were evaluated. Based on the obtained results — the highest peak power density in the range
0f 550-750°C (up to 700 mW cm-2 at 750°C) — the SmBao5SrosCoCuOs:+5 oxide was chosen
for fabrication of the fuel electrode-based cells (size of 5 cm x 5 cm). The electrochemical

* Corresponding author: kystian.machaj@ien.com.pl
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investigation of the manufactured SOCs includes the assessment of current density-voltage
curves (I-V) and electrochemical impedance spectra (EIS) in the temperature range of
650-700 °C in the rSOC mode. Also, the post-mortem analysis of the pristine and tested
cells was performed using SEM and SEM-EDS technique.

Objectives

The main objective of the current study was to compare the performance and characterize
the properties of cells that were sintered at various temperatures, ranging from 965 °C down
to 925 °C, 900 °C, and 880 °C.

Results and Conclusions

The physical properties of the developed cells have been verified, indicating that the Cu-
based oxides with a perovskite-related structure described in this study appear to be well-
suited for solid oxide cell applications. The fuel electrode-supported cell with
SmBap5SrosCoCuOs+; as the air electrode sintered at 900°C achieved the current density at
thermoneutral voltage ca. 0.4 A cm™ in the SOE mode at 700°C while fueled with 10% H>
and 90% H>0 (Fig. 1a). At the same temperature in the SOFC mode the same cell fueled
with 50% H, and 50% H0 50% reached maximum power density ca. 150 mW cm2. The
study concluded that cells sintered at 900°C have significantly lower ohmic and polarization
(for 900° in range of 1.0-1.6 Q in SOFC mode and for 925° in range of 2.0-4.5 Q in SOFC
mode, Fig 1b,c) due to minor or lack of migration of strontium and barium, comparing to
the observed for electrode sintered at higher temperature (Fig. 1d-f).
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Figure 1. a) rSOC performance for SOFC sintered at 900°C and fueled with with 10% H, and 90% H,0; b)
ohmic resistance at SOFC mode for cells sintered at 925°C and 900°C; c) cell sintered at 965° cross-section
SEM picture; d) cell sintered at 965°C cross-section map with marked barium;

e) cell sintered at 925°C cross-section map with marked barium; f) cell sintered at 925°C cross-section map with
marked barium for
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Introduction

Hydrogen represents a promising alternative to fossil fuels in the ongoing energy transition [1].
Hydrogen-powered vehicles are already a reality, and their number is expected to increase
considerably in the next decade. Among the possible solutions for storing hydrogen in such
vehicles, cryogenic tanks with Multi-Layer Insulation (MLI) have emerged as one of the most
effective to ensure a high volumetric energy density [2]. To guarantee the long-term
preservation of cryogenic conditions and minimal boil-off rates, the heat leakage into cryogenic
tanks must be minimized. For this purpose, several superinsulation systems such as vacuum
combined with perlite, microspheres, or multi-layer Insulation (MLI) have been developed.
MLI systems are composed of several layers of low-emissivity material (radiative layers)
interleaved with high-free volume spacers. These are enclosed within the vessel's double-
walled shell, working under high-vacuum conditions. The peculiarity of MLI systems is that
they have the smallest volume requirement and lowest weight today [3]. However, the
incoming widespread of hydrogen-based technologies brought attention to the potential risks
related to the hydrogen's high flammability. The potential loss of integrity of this type of
equipment might result in extremely dangerous events, such as BLEVEs and Fireballs. One
potential scenario that could give rise to this situation is the exposure to an external heat source
such as a fire triggered by a road accident. Despite the presence of superinsulation, fire testing
outcomes suggest that cryogenic liquid hydrogen tanks fail in a relatively short time [4]. As
demonstrated in the tests conducted by Eberwein et al. [5], this is due to the strong degradation
of MLI at high temperatures, which leaves the tank unprotected against the fire heat flux. This
phenomenon causes a rapid tank self-pressurization which can potentially culminate in the
catastrophic failure of the equipment. In this sense, the availability of robust and accurate
models to simulate the tank response is of paramount importance to ensure a safe design. For
this purpose, several CFD and zone models were developed, which provide satisfactory results
for both ambient and pressure tanks [6]. On the other hand, all the thermal models able to
simulate the heat flux throughout the MLI (e.g., the one proposed by Mcintosh [7]) were
developed and validated for normal operative conditions only, not accounting for insulation
performance deterioration at high temperatures. This study proposes an innovative modeling
approach to simulate the thermal degradation of aluminum-based MLI, which can predict the
loss in insulation performances of these systems when subjected to high temperatures as a result
of fire exposure. The aim is to provide a tool that can be integrated into CFD and zone models
for the simulation of the response of cryogenic liquid tanks to fire exposure. The impact of
ML degradation on the self-pressurization rate of cryogenic liquid hydrogen tank during fire
attack is demonstrated through the application of the model to several case studies. Moreover,
the study highlighted the influence of MLIs features on the rate of degradation and,
consequently, tank self-pressurization.

* Corresponding author: davide.camplese@unibo.it
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The innovative MLI thermal degradation model proposed subdivides the tank into N+3 nodes,

as schematized in Figure 1. Nodes 1 to N are assigned to the MLI radiative layers (one node

per each), while nodes Se and Si represent the external and internal shells of the tank,

respectively. Finally, liquid hydrogen thermal behaviour is represented by node L,with the aim

of simulating the tank self-pressurization rate. The transient heat thermal balance (eq. 1to 6 in

Table 1) is solved for each node to obtain the temperature profile within the insulation system.
MLI

Methodology

se| N[ it 5 S (I

§ : XE
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Figure 1. Thermal node schematization of the MLI system.

Table 1. Set of thermal balances used in the model.
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The balance equations in Table 1 assume heat transfer occurs only in the direction normal to
the surface of the layer, resulting in a one-dimensional approach. The heat flux between any
adjacent layer is expressed according to the classical “layer by layer” model proposed by
Mclntosh [7], in which three mechanisms of heat transfer contribute to the total heat flux: the
thermal radiation between each layer (Qrad, €9. 8), the solid conduction (gscond, €9. 9) and the
gas conduction through the spacer (Qg,cond, €q. 10). Thus, the total heat flux from the i-th
radiative layer to the (i-1)-th one is calculated according to eq. 11.
o

qri"ad = 1 1 < (Ti4 - Ti4—1)
T ©)
& i1
_ C,fk
qz,cond = ZD 2 (Ti - Ti—l) (9)
x
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q‘ig,cond = CGPRO(T; — Ti-1) (10)
qil = ‘#ad + qsi,cond + q;,cond (11)

The same form of the thermal balance is used for each radiative layer, except for the 1-st and
the N-th ones asthese face the inner and outer shells, respectively. Since the model assumes the
1-st radiative layer is separated from the inner shell by a single spacer, the thermal balance in
node 1 (eq. 5 in Table 1) has to consider the inner shell surface emissivity at one side. On the
contrary, only high-vacuum is present between the N-th and the Se nodes, thus the heat between
the external shell and the N-th radiative layer is assumed to be transferred by radiation only in
eq. 2. The novelty with respect to the McIntosh model is that the high-temperature degradation
of the ML is considered by assuming that each layer is destroyed when its temperature reaches
the melting point of the material (here defined as the degradation temperature, Tgeg). It is
assumed that, when the i-th layer melts, it loses its shape, leaving the underlying layer
unprotected. For simplicity, each layer is considered to be entirely and instantaneously
destroyed as soon as Tgeg IS exceeded. From the numerical point of view, this behavior is
simulated by replacing both the i-th radiative layer and the i-th spacer with a vacuum space of
the same thickness. In this way, only radiative heat transfer is considered to take place between
the first undamaged layer and the external shell. This procedure allows for reproducing the
gradual deterioration of the MLI system with time. The fire scenario is simulated by assuming
constant thermal radiation from a constant black body temperature (Tss fire). Stefan-Boltzmann
law is used to calculate the heat fire heat flux entering the shell of the tank is calculated in eq.
1 (Table 1). The tank pressure is assumed to match the saturation pressure (see Eg. 7 in Table
1) at the liquid temperature (Tv), which is obtained from the energy balance to the liquid node
(see eg. 6 in Table 1). The nucleate boiling heat transfer coefficient (h.) is calculated according
to Ray [8], assuming the liquid is saturated. Liquid and vapor phases are considered to be in
thermodynamic equilibrium and, thus, share the same temperature and pressure. For this
reason, the thermal balance for the vapor phase is not solved.

Case study

The proposed aluminum-based MLI degradation model is applied to a typical storage tank used
for cryogenic hydrogen-powered vehicles. This is a 0.31 m® horizontal cylindrical tank with a
length of 1.2 m and an inner diameter of 0.6 m. 80 % of the volume capacity is filled with
saturated liquid hydrogen at ambient pressure (TL = -252.75 °C [9]). Tank materials properties
are listed in Table 2 and are assumed constant during the simulation.

Table 2. Properties of the tank’s materials.

Property Symbol Unit Tank lading  External shell Internal shell

Material/Compounds - . Llquid AISI-304 AlS| 316L
hydrogen

Density p kg/m®*  70.9* 7800 7900

Thermal Conductivity k W/(m-K) - 16 15

Heat capacity cp J/(kg-K) 9800* 490 500

Emissivity € - 0.9 0.275

Thickness Ose/0si M - 0.003 0.01

* NIST, NIST Chemistry WebBook [9]

The tank features a typical commercial uniform-density aluminum-based MLI, whose
properties are listed in Table 3. The degradation temperature (Tdeg) was set to 660 °C, which
is the melting point temperature of the aluminum. The fire scenario considered is a fully
engulfing hydrocarbon pool fire for which is assumed a fire black body temperature (Tgg fire)




: H

of 871 °C [10]. A set of five case studies is defined to evaluate the influence of MLI presence
and degradation on the tank self-pressurization during fire scenarios. In cases A, B and C the
MLI degradation model is applied as previously described for a tank featuring the
abovementioned MLI. These cases only differ for the number of radiative layers assumed.
Specifically, 10, 40, and 80 layers are chosen for cases A, B and C, respectively. These are
representative of the number of layers commonly applied for cryogenic tank superinsulation.
Such cases are compared to investigate the influence of the radiative layers number on the time
of degradation of the MLI, and, consequently, into the self-pressurization rate of the tank in
case of fire exposure. Then, two additional cases are also introduced (cases D and E). In case
D itis assumed the ML is never affected by thermal decomposition during fire exposure (even
in the case Ti exceeds Tqeg), in fact keeping all radiative layers intact. In case E the MLI is not
present and only high vacuum is considered between the two shells. Table 4 summarizes the
simulations performed.

Table 3. MLI material properties.

Property Symbol Unit Radiative layer Spacer

Material - - Aluminum Glass fiber fleece
Thickness on/Dx  m 9-10°° 7-10*

Density p kg/m3 2700 2500%*

Thermal Conductivity k W/(m-K) 250 0.8*

Heat capacity Cp J/(kg-K) 900 -

Relative density f - - 0.017

Emissivity € - 0.04 -

Spacer empirical factor C» - - 0.0025

Residual gas pressure** P, Pa 1-10% 1-10*

*solid material properties
**air is assumed as residual gas within the MLI

Table 4. List of case studies.

Case study Description Nr. of radiative layers
A ML degradation on 10

B MLI degradation on 40

C ML degradation on 80

D NO MLI degradation 10

E NO MLI presence in the vacuum chamber -

In all the cases, the initial temperature profile in each node is set as the steady-state solution
obtained considering constant boundary temperatures: a liquid temperature of -252.75 °C (i.e.,
the saturation temperature of hydrogen at atmospheric pressure) and an outer shell temperature
of 25 °C (ambient temperature). This is representative of the system condition prior to fire
exposure.

Result and Discussion

The transient temperature evolution within the insulation system and the heat flux through the
inner shell of the tank (gsi) obtained for case A are illustrated in Figure 2a. Similar results were
obtained for cases B and C, which are omitted for the sake of brevity. The dashed red line
depicts the temperature of the external wall (Tse). Starting from the initial value, Tse rapidly
approaches the fire temperature. As a result, the temperature of the MLI layer facing the
external shell (T1o) starts to rise until it reaches Tqeg. At this point, the layer is degraded and
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removed from the simulation. The underneath layers (solid lines) are affected by the external
shell temperature increase with a delay that is longer the further the layer is from the fire. It is
worth noticing that, apart from the outermost layer, the rate of temperature increment of each
radiative layer rises sharply as soon as the overlying layer is destroyed.
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Figure 2. Modeling results of the case studies; (a) transient temperature behavior (primary axis) within MLI and
heat flux (secondary axis) through the inner wall of the tank (qgs;) for case A; (b) self-pressurization curves of the
case studies.

In fact, when the i-th layer vanishes, the (i-1)-th one is suddenly subjected to a significant heat
flux coming from the heated external surface. This phenomenon progresses until all the layers
are destroyed. In case A, this occurs after 184 s of fire exposure. The dash-dotted blue line
depicts the heat flux through the inner wall of the tank. Its value remains close to zero until the
temperature of the layer facing the inner shell (T1) starts to rise, when a slight increase up to
1.6 kW/m? is observed. Then, when layer 1 degrades, the inner shell is directly exposed to the
hot external wall, and this results in an abrupt increase of the heat flux (up to 23 kW/ m?). From
this moment onwards, the temperature of the inner shell (dotted green line) starts to rise from
the steady state value. Since Ts; directly affects the heat flow entering the liquid phase (eg. 6 in
Table 1), this means that the temperature of the tank lading does not change from the initial
value until the entire MLI is destroyed. This demonstrates the protective effect of the MLI on
tank lading in terms of delaying the temperature and, consequently, the pressure rise of the
liquid hydrogen.

This is also clearly visible by looking at the self-pressurization curves shown in Figure 2b.
When the ML is not in place (case E), the pressure within the tank starts to rise after 100 s as
a consequence of the direct exposure to fire heat flux. On the contrary, when the MLI
degradation is not considered (case D), the pressure increase over the simulation range is
negligible. Such a result is not realistic since it is in contrast with experimental evidences [4].
Regarding the cases in which the MLI degradation is modeled (cases A, B, and C), the pressure
trend is similar to case E, but the self-pressurization occurs only once the MLI is completely
degraded, resulting in a significant delay with respect to the case in which MLI is not present.
Such a delay is the larger the higher the number of layers of the MLI. This behavior is explained
by the fact that the total degradation time (tw) increases significantly with the number of layers.
For instance, tq varies from 184 s for case A (10 layers) to 560 s for case C (80 layers).
Therefore, the MLI presence protects the liquid from the fire “heat wave” until complete
degradation occurs, resulting in a delayed pressure growth when compared to scenarios
involving tanks not equipped with MLI. These outcomes are also in agreement with what was
observed by Eberwein et al. [5]. Moreover, model results suggest that a larger number of layers
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should be preferred when designing the MLI system featuring cryogenic liquid hydrogen tanks,
since this guarantees longer protection during fire exposure.

Conclusions

The aim of this study was to develop an innovative heat transfer model for aluminum-based
MLI under fire exposure conditions in order to investigate the effect of MLI degradation on
the pressure build-up within cryogenic liquid hydrogen tanks. The model takes into account
the MLI degradation by assuming that a layer is destroyed when it reaches its melting point.
The results obtained from the application of such an approach to a realistic case study
demonstrate the strong effect of the insulation system degradation on the tank pressurization in
fire scenarios. Although by increasing the number of radiative layers of the MLI the self-
pressurization of the tank can be significantly delayed, the response to the fire exposure is
similar to the one of an unprotected tanks rather than one with an intact insulation system. In
fact, in case of MLI deterioration, the insulation system failed within a few minutes, resulting
in rapid self-pressurization of the tank. This suggests that further research should be devoted
to improving the fire resistance of these systems.

It is worth remarking that the proposed approach assumes a quite simple MLI degradation
mechanism, which requires further investigation. However, the analysis of the case studies
underscores the necessity of developing models aimed at simulating the response of liquid
hydrogen tanks to fire exposure with due consideration to the phenomenon of insulation system
degradation. The same is true for manufacturers and regulators willing to ensure the safe design
and operation of liquid hydrogen tanks.
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Introduction

The extensive consumption of fossil fuels in recent decades and up today has caused many
environmental problems. The development of technologies to promote the use of clean and
renewable energies able to replace fossil fuels has become an urgent issue with the aim of
reducing greenhouse gas emissions and achieving carbon neutrality by 2050[1, 2].
Renewable energy sources like wind or solar energies depend on the weather with a
naturally intermittent character and highly uneven spatial distribution. Besides, it is not
possible to synchronize energy production with demand, so there will be moments when
demand cannot meet supply and others where excess production is wasted [3].

Due to this, it is interesting to have mechanisms to store energy at production peaks, energy
that can be returned to the electrical grid at times of high demand. The electric power
generated by renewable energy can be stored in different ways, one of them using energy
carriers like hydrogen.

Water electrolysis is, from a sustainability point of view, one of the best practical methods
for hydrogen production on a large scale [4].

Depending on the electrolyte, operating temperatures and ionic transport, electrochemical
water splitting (EWS) can be divided in different categories: alkaline water electrolysis
(AWE), proton exchange membrane water electrolysis (PEM or PEMWE), anion exchange
membrane water electrolysis (AEMWE) and high temperature water electrolysis in solid
oxide cells (SOEL) [5, 6].

From the previous categories, PEM electrolysis is one of the most suitable options for its
integration with intermittent energy sources. The core of a PEM electrolyzer includes the
following components: bipolar plates, porous transport layers and a membrane-electrode
assembly. The electrolyte is the polymer membrane separating both electrodes and allowing
the pass of protons from one electrode to the other. In most cases, the catalyst layers are
deposited on each side of the membrane forming the key component of the cell: the
membrane-electrode assembly (MEA). Two porous transport layers (PTL), also called gas
diffusion layers (GDL), are sandwiched on both sides of the MEA helping the passage of
water and gases to the MEA. Two bipolar plates (BPs), also called flow-field plates,
encapsulate the rest of components facilitating transfer of charge, mass, heat and establish
contact to the external power supply [5, 7].

The main advantages of a PEM electrolyzer are operation at high current density, high purity
hydrogen production, ability to work under a wide range of input power and a compact
system design in which high operation pressures are achievable [6, 8].

* Corresponding author: David.Botana@ciemat.es
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Some negative aspects are that PEM systems require expensive materials, like precious
metals in electrodes or titanium in current collectors and separator plates. In addition, all
components of the stack suffer from corrosion problems to a lesser or greater extent due to
the combination of acidic regime and the high applied overvoltage.

There are also additional problems derived from its combination with intermittent energy
sources. Intermittent renewable energies rarely satisfy the operation requirements of these
systems, since they are compelled to operate under a wide fluctuating power range. This
will lead repeatedly changes of the electrolyzer temperature and current density from low to
high under fluctuating power operation. These changes could contribute to fast degradation
of its components.

Furthermore, when an electrolyzer works at low power, the rates at which hydrogen and
oxygen are produced (which are proportional to current density) may be lower than the rate
at which these gases permeate through electrolyte, and mix with each other. This may create
hazardous conditions inside the electrolyzer due the flammability of hydrogen in oxygen.
Hydrogen flammability limits in oxygen range from 4.6 vol. % to 93.9 vol. % [1, 2, 9].
The scaling up and bundling of generation plants contribute to largely mitigate the effects
of intermittency [2]. There are various strategies to minimize the inconveniences of
associating an electrolyzer with a renewable energy source. A possibility for enhancing their
durability consists in protecting the electrodes by applying an arbitrary low protection
current during shutdown, with the drawback that this solution requires additional power
supply [10].

Other type of strategies focus on modifying the material components of the different parts
of the electrolyzer with the objectives of making the cost of the stack cheaper, increasing
the mechanical and chemical resistance, making corrosion and degradation more difficult,
and reducing the permeability of hydrogen through the electrolyte. This approach includes
electrodes, the electrolyte, porous transport layers and flow-field and collector plates.

In the case of electrodes, the best strategies are trying to reduce the amount of precious or
rare metals necessary, usually Ir or Ru for the anode and Pt for the cathode. Various
nanostructures have been proposed to reduce the necessary load of said metals. Alloys of
these materials with cheaper metals have also been tested. Diverse attempts have been made
to completely dispense precious metals, but, in general, they have had durability problems
[5, 6, 8].

These strategies go through two possibilities in the case of the polymeric membrane. The
first is continuing with perfluorosulfonic acid (PFSA) type membranes, but improving its
behavior through changes in its microstructure or incorporation of diverse fillers: i.e.
nanofillers or nanofibers. The second strategy is to replace PFSA membranes with
hydrocarbon membranes, which generally have lower hydrogen permeation, but have
degradation problems. In both types of membranes, various copolymers are also tested [11—
14].

In the case of PTLs, a fundamental factor is the optimization of porosity; high porosity
favors the flow of water and gases but decreases the transport of electrons, low porosity
reverses the previous effects. On the other hand, the most used material is titanium, which,
although it has reasonable resistance to corrosion, is not immune to it, suffering from
passivation problems; various coatings are being studied to improve its behavior. Titanium
is also used for BP. It presents corrosion problems especially on the anode side, where a
surface layer of oxide that increases resistance and thermal conductivity is usually
developed. On the cathode side, the presence of hydrogen tends to weaken it. Diverse
coatings and cheaper materials such as stainless steel, aluminum or graphite (only for the
cathode side) have been investigated as improvement strategies.
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The main objective of the research of this work is focused on this last strategy of improving
materials and components to increase the durability of PEM electrolyzers operated with
intermittent power supply. In a first approach, a commercial single cell PEM electrolyzer
will be operated under transitory regimes with variable operation conditions to analyze its
behavior. The degradation effects originated by these conditions in the main components
will be evaluated.

Initial approach and methodology

The objective of this work is studying the coupling of a PEM type electrolyzer to renewable
energy sources, especially wind turbines, and trying to minimize the problems associated
with the characteristic intermittency of this kind of energy sources.

To do this, a stack with state-of-the-art components is being evaluated under stationary and
transient operation condition in order to study the problems that may arise when it is
associated with intermittent energy sources.

For this, different tests are being carried out. In all tests, measurement of voltage and current
along with time is required. It would be appropriate to measure other variables such as
hydrogen generation, pressure and temperature in order to collect as much information as
possible.[15]

1) Start-up test up to nominal power of the electrolyzer.

The objective of the test is acquiring the voltage and current profiles as a function of time,
in a start-up under different conditions, until reaching the permanent regime at nominal
power. There are two different tests within this category:

1a) Cold start test. The cold start test refers to the initial operation when the device or
system is at ambient temperature and pressure. The purpose is determining the period
required until the nominal power is reached. At the beginingt of this test, the electrolyzer
must have been at complete stop for at least 2 hours at room temperature and pressure.
Then, it is turned on and set at the nominal power waiting until reaching the permanent
regime at nominal power.

1b) Start-up test from standby conditions. At the beginning of this test, the system must be
in standby conditions for at least 1 hour. Then, a nominal power reference is applied,
registering the parameters until reaching the permanent regime at nominal power.

2) Stop test from nominal power.

This test aims to know the response of the electrolyzer to a sudden stop from its nominal
power. For that, we bring the electrolyzer up to nominal power keeping it for at least one
hour in these conditions. Then, we disconnect the source or bring the current to zero waiting
for hydrogen production drop to zero.

3) Voltage gap tests.

The objective of the test is determining the response of the electrolyzer to voltage gaps. To
do this, the power supply is inhibited for different periods of time and reconnected after
these periods. Initially, the electrolyzer is mantained at nominal power for at least 15
minutes. Then, the power supply is disconnected for a variable period of time (1s -5s -30s
-60s) and hereunder reconnected again.

4) Current gap tests.
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The test consists of lowering the current setpoint in steps to 75%-50%-25%-0% of the
maximum available for 60 seconds and returning to the maximum to watch the response
of the electrolyzer to current gaps. To do it, the electrolyzer is keeping at maximum
current for at least 15 minutes and then the current setpoints are varied for a period of
time of 60 seconds returning to 100% of maximum current between each change. The
Figure 1 shows the expected behavior:
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Figure 1. Current gap tests, whole figure (top) and part (below).

5) Tests with steps and current ramps.

The test aims to analyze the dynamic response of the electrolyzer to current steps of
different magnitude. It consists of giving slogans of current steps until reaching the
permanent regime. From this test, it is possible to make an electrical dynamic model of the
electrolyzer [16]. For that, it is necessary to have the electrolyzer in standby state and then
give current setpoints in steps (25% - 50% - 75% - 100%) to reach the permanent regime
in each setpoint, waiting after that 2 minutes in steady state before moving to the next stage.

6) Tests with a variable electricity generation profile.

The objective of this test is to evaluate the response of the electrolyzer to variable
generation (imitating wind production) for a considerable time. The profile data provided
for the Figure 2 is taken from the real data of the NED100 wind turbine of the CIEMAT.
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Figure 2. Test with a variable electricity generation profile.

Conclusions

According to the proposed methodology, a single cell electrolyzer is being analyzed after
operation under stationary and transient regimes. The postmortem analysis after reducing
their performance is expected to provide valuable information about the main deactivation
processes reducing the durability of the systems. This study is key to introduce adequate
strategies to improve the useful life of components and systems.
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Introduction

In recent years, the incorporation of renewable energies into electrolysis systems has been
attracting increasing attention from both the scientific community and major industrial
stakeholders. This growing interest arises from their critical role in facilitating the shift towards
low-carbon and sustainable hydrogen production. Nevertheless, the intermittent nature of
renewable energy sources introduces complexity into this integration, affecting various key
performance indicators of electrolysis systems [1]. Despite the significant lack of research in
this area, especially at industrial scales, there is a prevailing literature consensus that
intermittency exerts a substantial impact on the performance of electrolyzers across all levels
of system operation [2]-[4]. The analysis and optimization of such intermittent operation are
therefore critical steps towards a deeper understanding of the challenges linked to the
integration of renewable energies as power sources for electrolysis systems.

This work focuses on the development of tools based on experimental work and modeling to
achieve a twofold objective of gaining further insight into the impacts of intermittency on the
performance of a 55 kW proton exchange membrane (PEM) electrolyzer and proposing
solutions for their mitigation.

Methodology

A test campaign was conducted on a 55 kW PEM electrolyzer to gather preliminary
information about the actual system performance when operating under intermittent conditions.
In addition, a OD performance model has been developed in order to simulate its operation of
under various load scenarios. Simulation results have been fitted to the experimental
polarization curve recorded from the electrolyzer plant. This preliminary step towards model
validation is presented in this paper.

1. Experimental tests

The experimental tests were performed on a 55 kW PEM electrolyzer manufactured by
ELOGEN. The system consists of a single cylindrical stack made of 48 cells, 600 cm? each,
connected in series using bipolar plates. The plant is able to produce 10 Nm?/h of hydrogen at
a nominal current density of 0.8 A/cm? and can operate at partial loads ranging from 10% to
100% of its nominal capacity. The Balance-of-Plant (BoP) is divided into two primary areas.
The process area is equipped with a multitude of components including purification, cooling

* Corresponding author: emma.nguyen @engie.com
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and conditioning units. In this section, an array of regulation loops and sensors is integrated to
control the main operation parameters such as temperature, pressure, liquid levels, and gas
composition, and to ensure safe operations. Additionally, a utilities area dedicated to electrical
units, most notably the AC/DC rectifier, which plays a crucial role in electrical distribution and
system power management, is integrated to the system. This area also houses water purification
and cooling units. Figure 1 provides an overview of the process flow diagram of the
electrolyzer.
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Figure 1: Simplified Process Flow Diagram (PFD) of the electrolyzer

Specifications ELYTE10
Nominal power (kW) 55
Nominal H; flow rate (Nm?3/h) 10
Load range (%) 10— 100
Max ramp-up (A/s) 10
Stack specific consumption (kWh/Nm>H») 4.3
System specific consumption (kWh/Nm>H,) 5.4
Nominal temperature (°C) 63 - 66
H, pressure (bar) 30

Table 1: Electrolyzer manufacturer specifications (model ELYTE10 from ELOGEN)

The objectives of the test campaign were twofold. The first one was to establish a solid
experimental database regarding the electrolyzer performance under nominal conditions (P=55
kW, T=65°C). This dataset serves a dual purpose: as a benchmark for comparison with other
tests and as a means to validate a performance model. The second objective was to test various
types of dynamic power profiles based on grid services and renewable energies, in order to
quantify the impacts of intermittency on the most relevant performance indicators of the
system.

2. Modeling

A lumped and homogeneous 0D approach has been adopted to develop a multiphysic model of
the PEM electrolyzer. The main model specificity lies on its ability to estimate the electrolyzer
performance and behavior across diverse load scenarios, thereby promoting the incorporation
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of renewable and intermittent energy sources, and its scalability to larger-scale electrolyzers.
A semi-empirical approach, mostly based on analytical equations and existing works [4]—[7]
has been applied to describe the physical behavior of the electrolyzer. At the system level, all
Balance-of-Plant components including control loops have been designed in accordance with
the manufacturer specifications. At a lower level, three submodels have been developed to
capture the fluidic, electrochemical and thermal behavior of the stack. Figure 2 offers a deeper
insight into the model structure, the input and output flows of each block, and how they interact

with each other.
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Figure 2: Model Flow Diagram (MFD)

The main assumptions are detailed below:

* Pressure drops are assumed to be low enough to be neglected;

* Temperature distribution is assumed to be uniform within the stack;

* Mass transfers and electrochemical and thermal behavior are assumed to be similar in
each cell;

» Diffusion overpotentials are considered negligible at high current densities;

* Two-phase flow issues related to bubble coverage are neglected for the two following
reasons: (i) they mainly impact performances at high current densities, (ii) the accurate
description of such two-phase issues requires to take into account both time and spatial
variations;

* The electrical dynamics of the system are considered to be fast enough to not be taken
into account.

Results and discussion
1. Model validation
The analytical equation employed to model the polarization curve has been fitted based on the

experimental data recorded from the 55 kW PEM electrolyzer. During this test, the electrolyzer
started to operate from a cold state and a constant DC power setpoint was applied at the system
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maximum capacity. As depicted in Figure 3, the temperature began to stabilize at 65°C+1°C,
approximately 1h after the Beginning-of-Test (BoT). Once thermal equilibrium was achieved,
(j,U) data points between 30% and 100% of the system nominal power condition were collected

to plot the polarization curve.
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Figure 3: System start-up from cold state to nominal conditions (test performed on 09/15/2022)

6000

A non-linear Generalized Reduced Gradient (GRG) optimization algorithm has been applied
to the equation of the polarization curve and provided a satisfactory fitting with a root mean
square error of 107, as depicted in Figure 4. The three fitted parameters, summarized in
Table 2, were then compared to typical value ranges found for PEM technology under the
same operating conditions, demonstrating consistent alignment with existing literature data
[4]. To illustrate, Biaku et al. [8] reported solutions on the order of 10 to 107 for the anode

exchange current density and of 10™! for the cathode exchange current density.
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Figure 4: Fitting of the polarization curve at 65°C
Description Parameter Value
Anode exchange current density (A/cm?) i0,an 1.34*10*
Cathode exchange current density (A/cm?) i0,cat 8*10°1
Equivalent ohmic resistance () Req 3.18*107!

Table 2: Fitted parameters from the polarization curve equation

The next step of this work will consist in validating the entire model. Once achieved, long-term
simulations will be conducted to capture seasonal intermittency, with the goal of defining and

testing advanced control strategies and monitoring tools.
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The same test also served as a benchmark for assessing key performance indicators of the
electrolyzer at nominal conditions, including the mean specific consumption at the stack and
system levels and the quality of produced hydrogen. An additional test has been performed
under dynamic grid conditions and compared to the system baseline performance obtained at
nominal conditions and allowed drawing the first outcomes on the impacts of intermittency.
The results from these tests are summarized in Table 3.

2. Experimental results

Dynamic grid Steady-state
conditions nominal conditions
Stack specific consumption (KkWh/Nm>H>) 3.924 4334
System specific consumption (kWh/Nm>*H,) 7.786 5.784
Amount of Oz in H, (%) 1.058 0.298

Table 3: Performance of the 55 kW PEM electrolyzer under dynamic and steady-state nominal conditions (test
performed on 09/15/2022)

Additional dynamic profiles based on grid services and renewable load scenarios will be tested
to further refine these first conclusions.

Conclusion

In this paper, a methodology aimed at deepening the level of understanding on intermittency
issues was introduced. This approach hinges on the development of a performance model of a
system-scale electrolyzer and the implementation of experimental tests designed to evaluate
different topologies of intermittent power profiles and deduce relevant outcomes regarding the
impacts of intermittency on the performance of electrolyzer systems. Preliminary results from
the test campaign have also contributed to the validation of the electrochemical submodel and
the calibration of the polarization curve with a high correlation factor. Further tests will be
performed in order to validate the entire model and build a strong database on intermittency
impacts. This will provide valuable information to develop and test mitigation strategies based
on long-term simulations over a large spectrum of intermittent load scenarios.
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Introduction
Green hydrogen is needed as an energy carrier in the energy transition away from fossil energy
sources. For this reason, large quantities of renewable energy-based hydrogen will be required.
Most of this will be produced by PEM water electrolyser technology, which has the
disadvantage of requiring high overvoltage to break the water molecule into hydrogen and
oxygen gas products [1]. If SO is added to the anode, the reaction changes, and SO is oxidized
to sulphuric acid, simultaneously producing protons that transport via a Proton exchange
membrane (PEM) to the cathode to produce hydrogen. This reaction has the advantage of
significantly lower standard potential E° ~ 0.17 V compared to conventional water electrolysis
E° ~ 1.23 V [2]. A bibliometric analysis in the field of Sulphur dioxide Depolarized
Electrolyser (SDE) is quite necessary to have a complete overview of the evolution of research
in this field. It provides an extensive outlook on the past, present, and prospective research
areas along with patterns in citation of the articles [3]. There are many benefits to performing
a bibliometric analysis [4]:
1) It helps in improving the quality of future papers by allowing authors to consider the
success from the past.
2) It can save time for future authors by helping them identify relevant papers quickly.
3) It reveals information in connection to the field’s growth and impact, and the key
contributors and publications within that field.
There has been a bibliometric study on hydrogen electrolyser technologies but there is no
mention of SDE [5] and this is the first bibliometric analysis for SDE technology. The study
stands out in a way that it provides insights on the evolution of the SDE technology, the issues
that have been addressed and the future direction for researchers. It illustrates how SDE
technology has developed over time, highlighting significant turning points and areas of
research interest such as catalyst development, membrane materials, scalability, and cost
minimization.

Methodology

The SCOPUS database is a useful tool that provides statistical analysis of the extracted
documents by giving data of type of documents published, number of documents per year,
source, author, country, subject area, affiliation, and funding sponsor. To map the data obtained
based on key words and author contributions, VOSviewer software (version 1.6.18) developed
by Van Eck and Waltman [6] was used. The software provides a variety of features to analyze
and visualize data obtained from databases like Web of Science, Scopus, and PubMed. It
generates maps that can be altered as per the analyzer’s key interests and takeaways from the
data [7]. The analysis combines the benefits of VOSviewer and Scopus to map the
developments in the field of SDE. To better understand the trend of articles published in SDE,
it is essential to perform a search on the SCOPUS database. The database yielded 65 articles
as of 20th of March 2023. To gather the relevant dataset, the terms "SO: depolarized
electrolyser"”, "Oxidation of Gas-Phase SO, " and "oxidation of dissolved sulphur dioxide".
Different variations of the phrase "SO- depolarized electrolyser” were searched for based on a
thorough survey of the keywords used in several papers in the data base, along with the
variation in language in different parts of the world, for example, “sulphur” maybe be spelled
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in different ways. The search resulted in around 120 articles, but each abstract was checked for
relevance and filtered to give 65 documents. To create keyword co-occurrences map, the data
was retrieved as a comma-separated value (csv.) file and imported to VOSviewer. The data
type was chosen as map based on text data, and the csv file was read, followed by choosing the
terms to be extracted from title and abstract fields. Further, binary counting was chosen,
meaning only the presence of a given term is counted while the number of repetitions within
the content is not accounted for. The minimum number of occurrences of a term was set to
three times. This filtered 1719 to 158 terms; by default, only 60% of the most relevant terms
were selected. Out of the 95 most relevant terms, each term was checked manually for
repetitions and relevance and removed accordingly.

Discussion

Based on the data obtained from SCOPUS and VOSviewer mapping tool, the keyword co-
occurrences map was created as shown in Figure 1. The clusters are formed by the software
based on the keywords' co-occurrences and relevance. The keywords show the infancy of the
field of SDE even though the information about SO electrolysis was first published in 1965
[8]. This is also attributed to the number of documents in the field, especially the existence of
only one review paper [9]. It may be seen from the map that the three clusters are almost
equally sized: the red and green clusters consist of 17 keywords, while the blue cluster
comprises of 15 keywords. Mapping the keywords provides insight into the most important
research areas focused on. The focus has been on developing a system to increase hydrogen
production. The keywords seem to have repeated quite often like “HyS process” and “hybrid
sulphur process” or “SO> depolarized electrolysis” and “SDE process”. The red cluster focuses
on the keywords such as “sulphur”, hys process”, “Proton exchange membrane”, “transport”
and “oxygen” that indicate the initial years of development of the SDE.
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Figure 1: Keyword co-occurrences map: Red cluster- Early SDE Development; Green cluster- Improved

Hydrogen Production; Blue cluster- Electrochemical Analysis Focus; the size of the circle indicates the
occurrences’ weightage, and the color of the nodes give away the cluster they belong to.

The green cluster focuses on the experimentation to enhance the system for higher H>
production by increasing stability through changes in cell configuration in the stack and finding
the suitable membrane for the SDE. Polybenzindazole has been used in composite membranes
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to enhance H: production [10, 11]. Hz production at high temperatures in the range of 110 to
140°C has been reported by Diaz-Abad, Fernandez-Mancebo et al. 2022 [10]. SO, crossover
and its reduction leading to the formation of sulphur can also be interpreted through the link
between the keywords “sulphur”, “crossover”, “diffusion” and “transport” in the red cluster
[11]. SDE offers a more effective and economical way to produce hydrogen gas, which has the
potential to lower CO> emissions [12]. The efficiency and the cost of the electrolysis cell can
be improved by varying the catalyst loading and design and optimise the electrolysis cells. It
has been shown that SDE has the potential to produce hydrogen gas with higher efficiency and
lower cost compared to traditional water electrolysis methods [13]. The stability of the cell is
an important consideration for the long-term viability of the SDE process [14].

The keywords like “linear sweep voltammetry” and “cyclic voltammetry” find value in the
electrochemical aspect of SDE and have been used frequently in articles [15-18]. The
connection between H2SO4 and electrolyte can represent the requirement of extremely low pH
to support the reaction [11, 19]. “Platinum” appears to be used frequently, which can be
accounted for by using platinum as the catalyst of the electrocatalytic oxidation of SO- and has
been found to be one of the best catalysts for SDE [8]. Most of the research has been related
to the catalysts, membranes, and cell configuration of the electrolyser. This means that the
research horizon needs to broaden in the future to increase the system's efficiency, stability and
prevent the formation of sulphur on the cathode. Reducing the cost of the system could also be
an important parameter that can be achieved by using non-platinum group metals. The analysis
clarifies the existing research in the SDE field and allows research to look for an expansion of

the field in the future.
Table 1 Top five most productive countries

Sno. Country Number of documents Citations Average citations
1 USA 21 467 22.2
2 China 10 70 7
3 South Korea 9 43 4.8
4 Spain 6 42 7
5 Finland 5 54 10.8

To better understand the distribution of research in SDE topographically, the data was analysed
using Scopus and a total of 19 countries were identified, out of which the top 5 contributing
countries have been listed in Table 1.The USA has published the most documents, contributing
32.3% of the total number of publications, making it the leading country in SDE research with
an average citation of 22.2. The large difference in the citation is attributed by the fact that the
initial work was done in the USA. Even though China has published 17% of the publications,
it has an average citation of 7 which may be attributed by the fact that the publications are quite
recent, with seven papers published in 2021-22 and three papers published from 2013-15. On
the other hand, the papers published in Finland have higher citations when compared to China,
South Korea, and Spain. This shows that the group has studied SDE related phenomena,
making it valuable for future researchers and began their research in SDE earlier than the other
countries meaning longer periods of citation. Comparing the average citations can be
complicated in the case of SDE since majority of the documents have been published recently
giving very less time to be cited. South Korea and Spain contributed 14% and 9% of published
documents. The self-citations have been excluded from the total number of citations, and the
same has been used to calculate the average citations.
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Figure 2 Number of documents by their type published per year.

The year-wise number of publications has been graphically represented in Figure 2. It shows a
growing trend in research in SDE and appropriately represents the evolution of the field. The
SDE technology wouldn’t exist without the research on the electrochemical oxidation of
dissolved SO in water to give H.SO4 and H* ions. The first paper related to the chemistry
behind SDE was published in 1965, and the tests were performed using platinum and gold
electrodes [8]. The article provided insight into the mechanisms involved in the oxidation of
S02 in two stages: sulphite (SOs?) and sulphate (SO4%) intermediates formation, followed by
the final oxidation of SO4> to produce O, and H.SO4. The effect of pH, temperature, and
electrode potential was studied, which showed that the oxidation of SO, was pH-dependent,
with higher pH values resulting in faster reaction rates and higher efficiency achieved at higher
temperatures and more positive electrode potentials [8].

In 1979, the first Hybrid Sulphur (HyS) closed cycle laboratory model and electrolyser was
developed [21]. Further, the three main steps in the closed HyS cycle were discussed, along
with the use of different concentrations of the electrolytes. Contrary to the findings of Seo and
Sawyer in 1965 [8], a higher concentration of sulphuric acid resulted in a higher yield of
hydrogen (in opposition to the higher pH requirement in the former case), while the addition
of sodium sulphate and sodium bisulphite in the electrolyte improved the stability of the
electrolyte and reduced corrosion of the reactor materials [21]. Over the next few years (1980-
1983) [13, 22, 23], the articles describe the development of the SDE cell, and the challenges
associated with the SDE. This included optimizing the operating parameters like temperature,
pressure, and composition of the electrolyte and catalyst material. A reduction of efficiency
was observed due to the deposition of sulphur on the surface of the cathode. It was also noted
that the current density was relatively low.

In the late 1980s and early 1990s, the focus was on the anodic oxidation of SO by different
methods [24-27]. Numerous investigations have shown that SDE may efficiently and
economically produce hydrogen gas. The effect of nitrogen oxides on the oxidation of SO, was
also studied, showing that NOy blocks the catalyst surface, leading to a partial reduction in the
electrocatalytic process rate [28]. SDE's ability to function at very low temperatures and
pressures, which lowers the energy needed to produce hydrogen, was seen as one of its main
advantages and further work was continued in the 2000s. Interestingly, after 1992, the first
paper in the 2000s was published only in 2005. This large gap in the technology development
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could be attributed to the availability of funds for SDE related projects. As researchers worked
to improve the efficiency and stability of the SDE process, they also explored several catalysts,
electrode materials, cell parameters, and different methods of operation [29]. In 2006, Summers
and Gorensek proposed a promising option, the potential use of a nuclear reactor to provide the
necessary energy to produce green Hz by the HyS process [30].

After 2010, the primary focus has been on improving the technology, exploring its potential,
and overall cost reduction. The development of effective and stable catalysts for the
electrochemical reaction that occurs in SDE has been the subject of extensive research [18].
The efficiency of catalysts like platinum, palladium, nickel, and cobalt has been investigated
[9]. To increase the efficacy and long-term viability of SDE, researchers have been looking at
new materials for the membranes that are employed in the process. An essential component of
the commercialization of SDE technology is its scalability. Studies have been done on how to
increase the performance of the system on a larger scale by optimizing the design and
operational circumstances. To minimize the overall cost of the technology, studies have been
done to find ways to lower the cost of materials, boost process efficiency, and improve system
design [31].

Only one review paper has been written on SDE technology that focuses on catalysts
development for the system. The paper highlights the different anodic catalysts that have been
tested for SDE, their advantages and disadvantages, the effect of platinum loading and
prospects for development of new catalysts [9]. The authors point out that platinum is the most
promising catalyst for the SDE process but most of the tests have been conducted using half-
cells or three electrode assemblies using rotating electrodes which means that it is important to
test these catalysts in full electrolysers to support the obtained results for scale up of the
process.

Conclusions

Using the analysis made, it is possible to create a basis for further research in the field of SDE.

This analysis can be used as the first step in the right direction towards the growth and maturity

of SDE. There could be several directions:

1. Catalyst development: Due to criticality of noble metals that seem to be most effective for
SDE, it would be beneficial to explore alternate catalyst materials even though catalyst
development is the most researched area in SDE.

2. Membrane materials: This is the most critical part of the SDE where the SO, crossover
takes place. This is because SOz is absorbed in water and all PEMs work by water transport.
Thus, finding a membrane that is proton conductive but does not allow SO to pass through
is quite challenging. Finding the right membrane would be the key to long term viability
and stability of SDE.

3. Scalability, cost reduction and system optimization: Research efforts should be directed
towards minimizing the overall cost of the technology. This could involve finding ways to
lower the cost of materials, increase process efficiency, and improve system design. This
would mean that the scalability of the process would be enhanced.

4. Addressing sulphur deposition and SO- crossover: The reduction of SO at the cathode is
one of the most important challenges that needs to be addressed and it is important to
consider innovative approaches to mitigate the same.

5. Other approaches: A thorough environmental and economic analysis in the field of SDE
would be useful in comparing the SDE with other commercially available electrolyser
technologies. Encouraging collaboration among researchers, institutions, and industries to
share knowledge and expertise, could potentially lead to innovative breakthroughs in SDE
technology as it has in the past.
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Introduction

More than 145 years ago, author Jules Verne wrote of a world where “water will one day be
employed as fuel, that hydrogen and oxygen which constitute it, used singly or together, will
furnish an inexhaustible source of heat and light, of an intensity of which coal is not capable”.
Today, we see that imagined world emerging. Whilst hydrogen is the most abundant compound
in the world, interest in low carbon hydrogen has increased throughout the globe and
particularly in the EU since the 2020 covid pandemic and the military invasion in Ukraine in
2021. Hydrogen marks an opportunity for energy security and is a critical element of the energy
transition to a low-carbon world, as it has become evident that certain types of hydrogen have
the potential to replace natural gas and electricity sourced from fossil fuels in the road to the
decarbonization of the energy sector. Its versatility and ability to be produced from renewable
energy (and consequently emit no carbon) are some of the reasons for the increased interest,
which has seen many nations including hydrogen as an integral part of their decarbonization
strategies. As an example of its versatility, hydrogen can be utilized as feedstock, fuel, and as
energy storage for either electricity (power-to-power) or gas (power-to-gas) [1].

For the hydrogen economy to take off, a regulatory framework that captures all its potential
benefits to several systems such as electricity, gas and transportation is critically needed.
However, the current regulatory framework for the energy system is heavily siloed; geared
toward regulating one sector with little if any cross-sectoral or integrated elements. The
versatile nature of hydrogen, however, requires a holistic approach to regulation, for example,
so that hydrogen production relying on electricity can feed the end product into the gas system.
The International Renewable Energy Authority (IRENA) has stated that the creation of the
hydrogen economy requires a regulatory framework which transcends sectoral boundaries [2].

The future EU energy system is envisaged to be an integrated energy system, as set out in the
EU strategy on energy system integration [3]. However, whilst infrastructural and
technological integration is indeed a positive step, this must be coupled with legal integration.
Some of the critical issues obstructing the development of an integrated energy system, include
that the energy sector is largely still regulated independently (for example the separate
regulation of electricity and gas); consequently, networks are still planned and managed
independently. In addition, there exist discrepancies between the ten-year network
development plan (TYNDP) at EU level and national network development plans (NDP) at
Member State level, as Member States are not obligated to develop them in certain
circumstances.

The current existing, envisaged and burgeoning framework has issues, including that: (i) the
regulatory design of the energy sector is still largely based on the traditional market model [4];
and (ii) there is a lack of a legal framework for hydrogen networks, which merely exist in draft
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form and/or requires further elaboration in the future [5]. For these reasons, the research will
aim at proposing the legal and policy instruments that are needed for harmonizing the EU legal
framework for cross-sectoral integration and for network planning to foster more integration
and enabling more flexibility in the EU energy system. Achieving coherence at EU level will
axiomatically facilitate Member States to reach the same level of integration and harmonization
of their networks. Aspects such as unbundling rules, tariffs, third-party access and network
codes to energy and hydrogen systems must be analyzed as these are considered the necessary
regulatory conditions for the development of a new competitive market [6].

This research calls for legal system integration in EU energy law and the amalgamation of
currently discreet legal regulation of different energy sectors. It also looks to reducing the
fragmentation between the EU level and Member State level in this regard. Whilst the broader
topic of fragmentation is a large one, the research presented at the conference will be the results
from the preliminary research related to finding the lacunas and sources of incoherence and
fragmentation.

Methodology

This research will be rooted in the theoretical framework and principles of energy justice, the
‘just’ transition, and the planetary boundaries framework. The reason behind this being that the
EU energy planning and regulation should promote and enable a transition into an integrated
energy system that is inclusive, fair and within the planetary boundaries. This will ensure that
societies function under the safe operating space for humanity. A new study revealed not only
that the level of transgression of three of the planetary boundaries previously identified have
increased, but also that six out of the nine planetary boundaries have been transgressed [7].
Thus, bolstering the need for energy policy and legislation to be seen through this lens.

The preliminary legal analysis will focus on answering the following research questions:

1. What are the existing EU energy policies promoting the energy transition to net-zero
and the integration of renewable energy, including ‘renewable’ hydrogen, and what is
the existing legal and regulatory framework at EU level that enables it at a Member
State level?

2. Are there any contradictions, gaps, ambiguities, or redundancies between policies
and/or secondary legislation that are causing barriers for the deployment of the
hydrogen economy on one hand, and achieving the climate goals and the development
of a net-zero energy economy in the EU on the other hand?

3. What fragmentation or lack of coherence is found as a result of the aforementioned two
queries?

The research will be driven by the need to understand "how to design an integrated hydrogen
regulatory and policy framework for the EU which holistically governs hydrogen across its
most relevant sectors and avoids fragmentation.” Given that the research aims to find a holistic
manner to regulate hydrogen in all its necessary contexts, various research methods will be
adopted.

The research methods adopted for this will include comparative and 'law in context' approaches
to energy law and policy. An element of doctrinal research aimed at ascertaining what the law
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and policy is at an EU and Member State level as well as cementing the different contexts to
which these legal regimes and policies apply, will also be used. In order to achieve this, first,
it will be necessary to identify the cause of the existing network and planning fragmentation in
the region and then at country level by adopting a comparative methodology and analyzing
specific case studies, such as the Netherlands, Germany and Spain. Thereafter, proposing the
legal instruments needed at an EU level that could potentially facilitate and promote more
network integration through planning. Consequently, one of the focuses of this research is on
hydrogen as the nexus between the electricity, transport and gas sectors and removing the siloed
and discreet approach to which these areas of the energy landscape have been regulated to date.

In answering these questions, not only legal analysis of the relevant policies and legislation is
necessary, but also literature review and content analysis of reports on the development of a
hydrogen economy for creating integrated energy systems. The aim of the preliminary stage
of the research is to create a matrix that identifies the gaps, ambiguities, contradictions that
could be creating barriers for the development of an integrated energy system through
hydrogen.

Discussion

Hydrogen is an energy carrier or a secondary energy source, and not an energy source itself
[2]. Resultantly, hydrogen needs to be produced through other forms of energy such as
renewable energy in the form of electricity. Therefore, hydrogen is not always necessarily
‘green’, but rather, this depends on the primary energy source used to produce it. Currently, it
is widely produced from fossil fuels [8]. However, renewable energy, derived predominantly
from solar and wind have the potential to increase the production of hydrogen from renewable
sources and make it ‘green’. The push to do so is bolstered by its potential to contribute to the
achievement of increasing the overall energy consumption of renewable energy in the EU to
42.5% by 2030 as well the mandatory usage targets of hydrogen in industry and transport set
in the new recast Renewables Energy Directive [9]. Another reason for the increased interest
and attractiveness of hydrogen relates to its storage potential, which makes it an attractive
technology for both the electricity and gas industries as it can provide flexibility (especially in
light of the intermittence caused by renewable forms of electricity) [4].

The last five years have seen significant legislative and policy activity at an EU level aimed at
climate change mitigation and adaptation and focusing on the energy transition as a way to
achieve decarbonization. As a result, the different EU institutions have either published
proposals to reform the main secondary legislation or already published the recast of some of
them to facilitate the integration of new technologies and energy carriers into the energy
system, foster system integration and flexibility. Examples include the 2020 European Green
Deal [10], the 2020 EU Hydrogen Strategy [11], 2020 EU Energy System Integration Strategy
[12], the 2021 Fit for 55 Package [13], the EU Green Deal Industrial Plan [14], and the recently
published Directive (EU) 2023/1791 on energy efficiency [15], the Regulation (EU) 2023/1804
on the deployment of Alternative Fuels Infrastructure [16] and the recast Renewable Energy
Directive 2023 [9]. However, as set out earlier, these policies and legal instruments are often
siloed, do not speak to one another or have the possibility of creating fragmentation rather than
integration. Resultantly, for the 2024 EPHyC Conference that will take place in March 2024,
we will present on our preliminary findings consisting of the identification and mapping of all
the legal hurdles for integrated energy system planning for the ‘Hydrogen Economy’ in the EU.
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The expected findings of the preliminary stage of the research will consist of identifying the
sources of fragmentation in the European energy system. As an example, the recently published
Regulation on alternative fuels infrastructure and the recast Renewables Energy Directive
already present challenges as well as contradictions between electricity and gas directives. On
one hand the Regulation on alternative fuels infrastructure will require investment in
transmission lines, gas network infrastructure and storage infrastructure throughout the
European transport corridors for the transport of hydrogen, which will require EU and Member
States cooperation and planning at an EU and national levels. However, if the expected
investment and infrastructure do not happen as expected then it could potentially hinder the
industry and transport sector in the compliance of the new mandatory uses of renewable
hydrogen for 2030 set in the recast Renewables Energy Directive. Furthermore, a new Directive
on the development of the internal markets in renewable and natural gases and in hydrogen is
expected to be adopted in the following year.

It will be relevant to analyze these and other policies and legislation and how they reduce or
increase fragmentation and achieve an integrated legal approach to achieving a hydrogen
economy in the EU.

Conclusion

It is expected that the findings will reveal a lack of a coherent and integrated approach to
planning and regulation for the energy sector. Such lack is a barrier for the development of an
integrated energy system and the source of fragmentation between EU energy and climate
policies and national energy and climate plans, including, but not limited to, the gas, electricity,
and transport sectors in the EU. These findings will be relevant to enable further research,
consisting of understanding how planning of the energy sector should be regulated and which
elements it must contemplate to reach a high level of integration, particularly in the
development of hydrogen markets.
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Introduction

In the coming years, considerable efforts will have to be made to reduce greenhouse gas
emissions to as close to zero as possible in order to limit the increase in global average
temperature to 1.5°C, as stated in the Paris Agreement [1]. One way to decarbonize a wide
range of sectors — including transport, iron and steel production and chemicals manufacture —
is to use green hydrogen as an energy carrier to store and deliver usable and clean energy.
Currently, the most mature technology used to produce hydrogen is Alkaline Water Electrolysis
(AWE). It uses an alkaline solution, typically KOH between 1 and 6 M, at a temperature in the
range 30-80°C, a diaphragm and Ni-based electrodes. This process can be further enhanced in
terms of sustainability through the utilization of renewable electricity for conducting
electrolysis. The primary hurdle associated with this technology revolves around improving
the efficiency and diminishing capital expenditure (CAPEX) of the electrolyzer [2].

Recent experimental studies in our group have shown that it is possible to significantly improve
the performance of such alkaline electrolyzers by shifting from traditional gap cells to zero-
gap cells, wherein the anodic and cathodic chambers are filled with 3D porous electrodes such
as foams and 3D-printed structures [2,3]. The advantage of using such 3D structures is that the
available surface area for hydrogen production is much higher. At the same time, increased
hydrogen production may lead to stagnant gases trapped in the complex porous channels of the
foam. This is the reason why optimised electrolysis cells with forced electrolyte flow have been
developed at the lab scale to favor bubble removal. A double elbow configuration was also
used in order to guide the flow and enhance its spread throughout the cell, to take advantage of
the whole area provided by the 3D electrodes [2].

Efforts have then been made in order to apply the same methodology — i.e. using 3D porous
electrodes and forced electrolyte flow — to an industrial scale electrolyzer. Unfortunately, it
was impossible to get such low cell voltages as with the lab-scale setup. This is mainly due to
the fact that the pilot cells are not optimized for forced electrolyte flow, leading to a non-
optimal distribution of the electrolyte and therefore to a poorer performance of the electrolyzer.
The aim of this work is to perform Computational Fluid Dynamics (CFD) simulations to assess
the behavior of the electrolyte within a pilot cell in order to find some optimal configuration
that homogenizes the flow, reduces recirculation of the electrolyte and favors bubble removal.

The main objective of this research is to define parameters — based on a Residence Time
Distribution (RTD) analysis — that will allow to compare the performance of different cell
configurations. The first parameter will be used to evaluate the level of flow uniformity inside
the electrolysis cell while the second one will give an estimation of flow recirculation.
Modification of the injection channels as well as the addition of porous media will be
considered as options to improve the performance of the electrolyzer.

* Corresponding author: joris.proost@uclouvain.be
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The geometry of the pilot-scale cathodic chamber considered as a reference configuration for
this work is depicted in Figure 1. It consists in a flat cylinder of diameter 20 cm and of thickness
6 mm. The inlet is located at the bottom of the cell and has a diameter of 2 mm while the outlet,
at the top, presents a diameter of 3 mm. The electrolyte is a 30 wt% KOH solution at 70°C and
its flow is forced at the entrance of the chamber by imposing an inlet flow rate Q;,
corresponding to an inlet velocity v;,. The considered inlet velocities are in the range of 0.3 to
1.9 m/s. The latter is fixed by the applicable maximal power of the pilot pumps.

Methodology
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Figure 1: Reference configuration of the cathodic chamber of one single water electrolysis cell

To simulate the electrolyte flow within the cell, the incompressible Navier-Stokes equations
for a single-phase flow were solved using the finite volume method implemented in
OpenFOAM. The assumption of 2D flow is made since the thickness of the chamber is small
compared to its diameter and the k-o turbulent model is used to account for turbulence.
Concerning the addition of porous electrodes within the cell, it is possible to describe explicitly
the exact foam geometry based on high-resolution micro-CT (computed tomography) scanned
data. Unfortunately, this is highly demanding from a computational point of view. To counter
this problem, spatially averaged equations are used to account for porosity, based on the Darcy-
Forchheimer law and on the intrinsic and inertial permeabilities of the porous structure [4]. In
what follows, two foams will be considered with different characteristic pore sizes a = 450 um
and a =3000 pum, respectively.

In order to assess flow uniformity and recirculation of the flow within the electrolysis cell, two
parameters will be defined based on a Residence Time Distribution (RTD) analysis. This
method consists in the injection of a tracer at the inlet of a reactor at time £ = 0 s and in
measuring the concentration of tracer at the outlet as a function of time, C(t). This
concentration can be determined numerically by solving the convection-diffusion equation [5].
Based on this concentration, it is possible to calculate the RTD function E(t) that gives an
indication of the number of fluid elements leaving the reactor after having spent a given time
inside it.
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The first parameter, aimed at determining flow uniformity and the presence of dead/stagnant
zones within the cell, is called the dimensionless time [5] and is defined as the ratio between
the mean residence time of the fluid inside the cell of volume V, and the space time, i.e. the
time that would be required to fill the whole space available at fixed inlet flow rate:

tm

~ _foth(t) dt
N

This parameter gives an image of the effective volume used inside the cell. Two cases must be
identified here: 8 < 1 and 6 = 1. On the one hand, t,,, < 7 and so the mean time spent by the
fluid inside the cell is lower than the time required to fill it. In other words, there will be some
dead/stagnant zones of low velocity in the cell where no hydrogen will be produced. On the
other hand, t,,, = 7 which means that fluid elements remain in the cell for a time higher or
equal to the space time. In this specific case, the electrolyte will have time to homogenize over
the whole volume and to fill all the space. In other words, no dead zones are to be expected and
the electrolyte will be uniformly distributed over the area provided by the electrodes, enhancing
hydrogen production.

Another phenomenon which may occur during hydrogen production inside the porous electrode
is the entrapment of hydrogen bubbles inside the domain. For this reason, it is interesting to
determine whether the electrolyte goes directly from the inlet to the outlet of the chamber or if
it recirculates, leading to poor evacuation of the bubbles. A second parameter is therefore
defined to characterize this recirculation phenomenon [6]. It is called the dimensionless
variance and it is defined as the ratio between the variance of the RTD function and the square
of the mean residence time:

2

o2 [ (t—tn)? Et) dt
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This parameter gives an image of the level of mixing inside the electrolysis cell. When g5 =
0, it means that there is no mixing of the flow since the RTD function presents no dispersion
around the mean residence time. This case corresponds to an ideal plug flow. Next to this, when
o4 = 0, some mixing of the flow occurs, which could lead to entrapment of hydrogen bubbles
in the cell.

Discussion

The approach described in the previous section has been applied to the reference cell presented
in Figure 1. Figure 2.a shows the velocity profile inside the domain for an inlet velocity of 1.5
m/s. As observed, the electrolyte forms a jet stream flow at the entrance of the chamber due to
the small inlet diameter compared to the much larger diameter of the cell chamber. This leads
to an inhomogeneous distribution of the flow, with some zones that are not flushed by the
electrolyte. Computation of the dimensionless time allows to quantify the degree of
homogeneity. Its profile as a function of the inlet velocity has been plotted in Figure 2.b. It
clearly shows that flow uniformity increases as the inlet flow rate increases (i.e. as 8 increases).
However, for the range of velocities considered in our pilot, the dimensionless time remains
quite low (lower than 0.3) meaning that distribution of the electrolyte is poor. In order to
quantify the occurrence of recirculation of the flow, the dimensionless variance has been
calculated as shown in Figure 2.c. It appears that o also increases as vy, increases, which
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means that a higher flow rate leads to a higher mixing of the flow. This also explains why there
are fewer dead zones as the inlet flow rate is increased. Contradictory conclusions arise from
these two parameters, since a higher flow rate is desired from a uniformity point of view while
lower velocities will generate less recirculation of the flow. For this reason, an optimum needs
to be found. Since the dimensionless time remains so low and the dimensionless variance so
high (far above 1), new configurations have to be considered in order to improve the
performance of the electrolyzer.
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Figure 2: (a) Velocity profile for the reference configuration with v;,, = 1.5 m/s. (b) Dimensionless time and (c)
dimensionless variance as a function of inlet velocity.

At first, since the inlet opening seems to be the critical point in terms of distribution of the
flow, different inlet configurations have been studied, such as a bigger inlet diameter (4 mm
instead of 2 mm), an inclined inlet (at 45° to the right) and three inlets. The dimensionless times
and variances of these three new configurations have been compared to the reference case in
Figure 3. Concerning flow uniformity, it appears that increasing the size of the inlet or inclining
the inlet channel leads to a lower value of 8. However, increasing the number of inlets clearly
lowers the risk of dead zones in the cell. Next to this, the reference configuration and the case
with a larger inlet present high dimensionless variances over the velocity range considered,
which means that these configurations generate a lot of recirculation. The cells with three inlets
or with an inclined inlet are more suited to avoid recirculation of the electrolyte. From these
observations, the case with three inlets might be the most suited to improve distribution of the
flow while lowering the level of mixing. However, this configuration presents some
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disadvantages. The major drawback from a design point of view is that it requires a
modification of the cell geometry. Moreover, as observed in Figure 3.a, this solution is not
durable. For example, if the number of cells in the electrolyzer increases, the inlet flow rate in
one cell will be lower, meaning that the value of 8 will decrease significantly. Finally, it is
clearly possible to lower recirculation even more to approach the ideal value of g7 = 0.

104
0.8 8
0.6 6

© ©
0.4 1 41
2] /\/‘
0.2
T T T T T T T 0 o T
0.4 0.6 0.8 1.0 12 14 1.6 18 0.4 0.6 0.8 1.0 1.2 14 1.6 18
Vin [m/s] Vin [m/s]

b.

a.
Referencf T Bigger inlet —— Inclined inlet —— 3inlets ——
configuration

Figure 3: (a) Dimensionless time and (b) dimensionless variance as a function of inlet velocity for different inlet
configurations.

To tackle these hurdles, the possibility to add porous structures within the electrolysis cell has
been considered in order to better distribute the flow. Figure 4 compares the values of 6 and
o4 for the reference configuration, the case with three inlets and for electrolysis cells filled
with foams presenting pore sizes of 450 and 3000 um.
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Figure 4: (a) Dimensionless time and (b) dimensionless variance as a function of inlet velocity after the addition
of foams in the domain.
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Figure 4.a highlights the fact that adding 3D porous structures in the cathodic chamber allows
to homogenize the electrolyte distribution over the whole volume of the cell, resulting in a
dimensionless time higher than 1. In other words, no dead zones are to be expected, on the
contrary to the reference case and the case with 3 inlets. The fact that the 3000 pm foam
presents a higher dimensionless time is simply due to the fact that the electrolyte takes more
time to go out of the cell since it is more likely to be stuck somewhere within the larger pores.
In terms of flow recirculation, the addition of foams helps to lower the value of 67 significantly
(i.e. close to 0) as observed in Figure 4.b. In this case, both foams present nearly similar results
and the curves overlap on the graph. However, the 450 um foam presents a slightly lower
dimensionless variance which confirms the fact that the flow will present a lower risk to
recirculate when the porous structure is finer.

Conclusions

In this work, CFD simulations have been used to extract two parameters that allow to quantify
flow uniformity and flow recirculation in alkaline water electrolysis cells. The main objective
is to find a cell configuration that homogenizes the flow (6 > 1) without generating mixing of
the electrolyte in the cell (67 — 0). Therefore, an optimum has to be found between these two
parameters such that we take advantage of the whole surface area of the electrodes but without
getting hydrogen bubbles trapped into the cathodic chamber. As a first step, modifying the inlet
channels of the cell seemed to be an interesting solution to improve the performance of the cell.
However, significantly better results are obtained by adding porous media inside the cell since
it increases the effective volume covered by the electrolyte and it lowers risks of flow
recirculation within the chamber. This quantitative analysis is a first step to assess the
performance of AWE electrolyzers and it allows to compare different geometries on the same
ground. Multiphase modeling will be a further step in the validation of the results that were
obtained here.
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Introduction

One of the global problems that need to be solved as soon as possible is the environmental
pollution. The reduction of greenhouse gases (GHG) emissions is one of the main solutions
that the fields of technology and research focus on, and more specifically the reduction of
carbon dioxide which is the major GHG (77% of total GHG emissions)[1]. Multiple
technologies have been developed targeting this goal by capturing, storing and further
converting CO, (Carbon Capture and Storage, CCS and Carbon Capture and Ultilization,
CCU)[1]. CO2 can be valorized in many ways such as when it is used directly for example in
food industry or oil recovery, when biological fixation is used such as for microalgae growth,
when mineralization takes place, for instance for direct carbonation and finally through
catalytic reduction for example for methanation or the synthesis of chemicals, fuels etc[2].
This work focuses on the last pathway and more specifically on the hydrogenation of CO: to
the production of fuels. For this process the feed gases are CO; and hydrogen. The source of
hydrogen is of high importance as the way it is produced could cause extra GHG emissions.
Consequently, hydrogen is divided in 5 categories: grey hydrogen, blue hydrogen, brown
hydrogen, turquoise hydrogen and green hydrogen which have different carbon footprints[6]—
[11]. It should be noted that Green hydrogen could have potentially the lowest footprint but
this is highly dependent on the source of electricity (for instance when electricity is produced
from nuclear power the emissions are the lowest, followed by wind and solar energy)[8].
Valorizing C1 compounds such as CO and CO; to hydrocarbons is possible through 2 main
processes that have been developed which are the Fischer-Tropsch (FT) process and the
methanol to hydrocarbons (MTH) route[9], [10]. In the FT synthesis, CO is hydrogenated to
hydrocarbons directly or CO- is first converted to CO through the reverse Water-Gas-Shift
(RWGS) reaction and then CO is hydrogenated to targeted products[11]. With the MTH
process, methanol is the important intermediate that can be further converted to hydrocarbons.
For this purpose, a first step is necessary in order to convert CO or CO> to methanol. The CO
to methanol route (with syngas) is commercial and catalytic. Starting with CO2 conversion is
off course more interesting from a GHG point of view. Going to fuels from methanol has some
advantages compared to the FT synthesis route. First of all, the hydrocarbons produced this
way are of a smaller range maximum with 11 carbon atoms while the production of C1
hydrocarbons such as CHs is very low. Another important reason is that the selectivity and
yield are high increasing the quality of the fuel produced[9]. On the other hand, when
combining CO2 hydrogenation to methanol process with MTG process some difficulties arise
(such as limited selectivity and yield) as well. Developing highly effective materials that
catalyze this reaction towards certain products selectively and optimizing the reaction
conditions are needed in order for this system to be scaled up.

* Corresponding author: foteini.lappa@kuleuven.be
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CO2 to fuels through the methanol synthesis route is a catalytic process as it has been mentioned
before. Not so much research has been done on this particular, very complex reaction which
leads to the demand of a critical comparison between the catalysts and reaction conditions in
order to find useful conclusions and optimum conditions.

First of all it must be explained here that the catalysts needed for this reaction are tandem
catalysts that consist of a part that converts CO. to methanol (usually an oxide) and a second
part for the methanol to fuels reaction (usually a zeolite). The conventional system for CO>
(and CO) to methanol that has been studied is Cu-Zn-Al while recently, In, Zr and Zn-
containing oxides are coming to the fore. Such decent methanol synthesis catalysts can be
combined with ZSM-5 or other zeolites[12]-[15]. For the purpose of this paper the latest
system will be discussed and used for extracting useful information by collecting data from
previous works and comparing them in a critical way, leading to conclusions.

Methodology

Results and Discussion

To start with, it should be mentioned that the groups who have studied this system have, as
main product, alkanes C5+ or aromatics in mind, and work with a feed of H> and CO- of a ratio
equal to 3 (H2/CO-). The temperature chosen is always higher than 300°C and more specifically
315-340°C. As for the pressure, 30-40 bar is preferred for the system. Different synthesis
methods for the oxide have been tested as well as different Si/Al ratios for the ZSM-5, which
relates to its acidity. The Gas Hourly Space Velocity (GHSV) applied to the system lays
between the range of 1020-9000 ml/gcat/h. As shown in Figure 1, different Si/Al ratios of the
zeolite do not influence the conversion of CO as this is mainly performed at the oxide part of
the dual catalyst system. On the other hand, this ratio has an effect on the Space Time Yield
(STY) of the target fuels which seems to benefit from low ratios (Si/Al=25 shows the highest
STY), while a drop is observed for Si/Al=65 and reaching a plateau with further increase. As
it is also worth noticing in Figure 1, the main determinator of the space time conversion is the
GHSV (of course linked with the nature of the oxide).
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Figure 1. Effect of Si/Al ratio of ZSM-5 zeolite on Space Time Conversion (STX) and Space Time Yield
(STY) in asystem with dual catalysts physically mixed: ZnZrOx + ZSM-5 Based on data from [12], [13],
[14].
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Thus, Figure 2 represents the effect of GHSV for the same systems working at 2 different
pressures. The main assumption that can be extracted from this comparison is that pressure
does not play a major role in STX especially compared to GHSV. However when GHSV is
higher, the pressure contributes more to STX because as we can see at 3000 and 3060 ml/gcat/h
a big difference is observed. The same behavior is observed for Space Time Yield of fuel-range
products even though as it can be seen in Figure 3 there is some data missing.
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Figure 2. Effect of pressure and GHSV in Space Time Conversion of COz in system ZnZrOx+ZSM-5 [12],
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Figure 3. Effect of pressure and GHSV in Space Time Yield in fuel products in system ZnZrOx+ZSM-5
[12], [13]

Conclusions

Based on the preliminary results from this critical review there are some assumptions that can
be extracted safely. First of all, the difference in the acidity of the zeolite part, as indicated
based on the Si/Al ratio is one of the main contributors for altering the experimental results in
the COz conversion to fuels reaction on the part of what happens to the intermediate methanol.
Moreover, GHSV plays a crucial role since it is the main way to increase the STX of the CO>
and at the same time increase the STY of the targeted products. It is important to find an
optimum GHSV to work with because increasing the flow has also a negative impact on the
conversion of CO2 with a higher rate compared to the rate of the increase noticed in STYs. In
addition, increase of the pressure (30-40) has a slightly positive effect on the system in higher
GHSVs. Lower pressures (<20 bar) would lower the conversion of the CO2/H2 mixture.
However, there is still a lot of research that needs to be done in order to make sure that these
assumptions are general conclusion and more contribution is needed towards the study of the
mechanism and kinetics of such a complex system. In further work, our research will focus on
developing tandem catalysts by improving the zeolites and studying the proximity between the
2 materials (oxide-zeolite), in order to increase the selectivity of gasoline range hydrocarbons
and more specifically, C5+ alkanes, while at the same time avoiding the production of
aromatics.
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Introduction

This extended abstract discusses the prediction of hydrogen distribution within an enclosure following
a plume-like release. Prior research has examined hydrogen distribution during and after such releases in
both buoyancy and momentum-dominated scenarios. Upon reviewing these studies, it becomes apparent
that a limited set of variables defines this physical system. To address this, a dimensional analysis based
on Buckingham’s TI-theorem is proposed to derive dimensionless numbers of interest. A non-dimensional
approach allows to compare datasets of similar problems with various dimensions. This work extends the
findings originally presented at the International Conference on Hydrogen Safety 2023 [1].

The distribution is mainly driven by three phenomena; diffusion, momentum and bouyancy. Diffusion is
neglected as previously proposed by Worster et Huppert [2]. When momentum is small with respect to
bouyancy, a specific filling process can be observed called filling box. It results in a vertical distribution of
hydrogen where the heighest concentration appears near the ceiling. Concentration of hydrogen decreases
further from the ceiling. When momentum becomes larger with respect to buoyancy, more mixing will
be present. As a result, a more homogeneous distribution of hydrogen can be observed. The relation
between momentum, buoyancy and volume is typically expressed using the Richardson number of the
problem.

_ W
_W-g

Up

Ri, (1)

Pa — Po

g=9 = (2)
Po

where V' - volume of the enclosure, m?; ug - release velocity at the orifice, ms™!; ¢’ - reduced gravity,

ms~2; g - gravitational constant, ms™2; p, - density of the surrounding air, kgm™3; and py density of

the bouyant gas at the orifice, kg m~3.

This study addresses a fundamental problem, focusing on a parallelepiped enclosure with a floor-level
ventilation opening. This last assumption is required to consider the problem as isobaric. Hydrogen is
released at a constant velocity for a predetermined duration, and the hydrogen mole fraction is calculated
at various points within the enclosure. Figure 1 shows a schematical representation of the domain. In a
prior study by the same author [1], it was assumed that both the release velocities and orifice diameters
were of a similar order of magnitude, resulting in buoyancy dominanated flow in all cases. Consequently,
the Richardson number was excluded from the dimensional analysis. This abstract proposes an adapted
dimensional analysis that accounts for both momentum and buoyancy as separate factors. Four distinct
dimensional scenarios are modeled, where the geometrical attributes and release characteristics are de-
fined by dimensional parameters like length and volumetric flow rate. A dimensionless scenario is defined
by a set of dimensionless numbers, and multiple dimensional scenarios can correspond to the same di-
mensionless scenario. The scenarios studied in this work all have the same dimensionless characteristics,
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which are selected based on experimental and numerical work by Brzezinska [3].

To model these four scenarios, we employ the Multi-Zone model introduced by Johansson et Rune-
fors [4]. The Multi-Zone model divides the domain into multiple zones. Each zone uses specific models to
solve species distribution over time. Details of these different models are provided in [4]. It’s important to
note that the Multi-Zone model is a recent release, still undergoing further development and validation.
Validation is not provided in this abstract, however, the model was previously validated based on the
results of Brzezinska [3] by Johansson et Runefors [5].

l=5m

h=3m

Figure 1: Schematic representation of one of the domains considered in this work. In the Multi-Zone
model length, width and height will be divided into 5 by 5 by 10 zones respectively.

Methodology

Based on Cleaver et al.’s work [6] dimensional, functional parameters were selected. To incorporate
momentum, the volumetric flow rate was replaced with release velocity and orifice diameter. A dimen-
sional analysis, following Buckingham’s approach [7], was then performed to derive a relevant set of
dimensionless numbers. Four dimensional cases were modeled and solved using the Multi-Zone model
proposed by Johansson et Runefors [4]. One of the dimensional scenarios was validated based on the
experimental and numerical work of Brzezinska [3]. Validation is not presented in this extended abstract.
As previously mentioned, even though the four scenarios differ dimensionally, they share the same di-
mensionless characteristics. The results are post-processed, presented and discussed in this extended
abstract.

Theory

A dimensional analyis based on Buckingham’s TI-theorem has been carried out. The release velocity ug,
the orifice diameter dy and the reduced gravity ¢’ are included in the analysis to account for volume flux,
momentum flux and buoyant flux. The reduced gravity originates from the Boussinesq approximation
that states that differences in density do not influence the system, except for the bouyancy term ¢'.
The details of the dimensional analysis are not provided here, the reader is referred to [7] and [1]. The
main idea of Buckingsham’s II-theorem can be stated as follows: If a system is described by a set of n
functional parameters containing m primary dimensions, then a set of n — m dimensionless parameters
is sufficient to describe the problem. For the release of a buoyant gas, like hydrogen, in a (semi-)closed
space where momentum should be accounted for, the following set of functional parameters is proposed:

f(XH27tau0ad07gl7l7wah7h0ahdaAvent) =0 (3)

where yp, - mole fraction of hydrogen, /; ¢ - time, s; u - velocity, ms™'; do - diameter of the release
orifice, m; ¢’ - reduced gravity, ms~2; [ - length of enclosure, m; w - width of enclosure, m; h - height of
enclosure, m; hg - height of release, m; hq - height of measurement, m; A,cn; - ventilation surface area,
m?. A non-dimensional description of the same problem is derived from the dimensional analysis:
I w dy ho ha Avent uo-t h-g'

s (XH27 ***** hQ 5 A , ) =0
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The problem’s Richardson number is typically formulated as in Equation 1. However, in this work we
chose to use the following, equivalent expression based on the selected parameters of interest:
. _h-¢
Riy, = — (5)

Up

Dimensionless time ¢* and dimensionless height above the ground A} are defined as:

x (%) -t
hq
hy = —
a=7 (7)

Models

To reduce the number of dimensions involved in the analysis, limited simplifications were brought to
the scenario investigated by Brzezinska [3], which corresponds to one of the four dimensional scenarios
simulated here. It is important to note that the experimental setup used in their study does not precisely
resemble a theoretical parallelepiped. In addition, the release orifice in the experiment is not perfectly
centered, but approximated as such in the model. Hydrogen is released from the orifice at a velocity of
130ms~! for 50s. Subsequently, the release is halted, yet the calculation continues for an additional 150s.
The enclosure is not entirely sealed; this is approximated in the model by incorporating a ventilation
surface near the floor, with an area of 0.1 m?, as proposed by Johansson et Runefors [5]. The dimensionless
numbers used in this study were derived for this streamlined case, and were kept constant for the three
other dimensional cases. Johansson et Runefors [4] divided the domain into 3 by 3 by 10 zones. For
this research, a grid dependence analysis was conducted, leading to the domain being divided into 5 by
5 by 10 zones. It’s worth noting that the Multi-Zone model only accepts natural numbers as input for
the geometry. Therefore, parameters cannot be downscaled from the initial scenario. Table 1 provides a
summary of the key dimensional (blue) and dimensionless (red) parameters for these four scenarios.

Table 1: Details on the four scenarios. The first one is based on the work of Brzezinska [3]. Dimensional
parameters are presented in blue, dimensionless numbers in red.

Im] b[m] h[m] A [m?] dm] wuo[ms™] tgops] Riy tiiop
Scenario 1 4 5 3 0.01 0.02 130 50 0.00086 2167
Scenario 2 8 10 6 0.08 0.04 180 72 0.00090 2160
Scenario 3 12 15 9 0.27 0.06 225 87 0.00086 2175
Scenario 4 16 20 12 0.64 0.08 256 101 0.00089 2155

Results & Discussion

Figure 2 presents the data as a function of vertical distance above the floor (hq) on the top graph,
and the dimensionless distance above the floor (hj}) on the bottom graph. The data is calculated far
from the plume at the end of the release phase. The influence of utilizing dimensionless numbers becomes
apparent, as the top graph illustrates four datasets with distinct characteristics, while the bottom graph
showcases the substantial similarity among the data.

Figure 3 shows the extent of similarity among the four datasets. The deviation of hydrogen mole fraction
is measured at each dimenionless height hj. The relative difference predominantly remains within 0.25
(25%) of scenario 1 for the majority of the data. However, at lower values, the relative difference surpasses
the limits of the figure. Figure 2 shows that the relative discrepancy locally reaches more than 150 % at
dimensionless heights lower than 0.2. This is due to the low absolute value of the concentration at this
elevation, especially for the reference scenario.

Figure 4 show the change in distribution over time. The four datasets are computed in zones shar-
ing a consistent non-dimensional location, situated at the sixth vertical layer out of a total of ten layers
and located at a substantial distance from the plume. By comparing the dimensional and non-dimensional
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results, the similarity between the datasets becomes apparent even if the relative discrepancies are non-
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negligible. It shows that the datasets are not only similar at one certain value of t*, but remain similar
during the range of dimensionless time studied in this work.

Although they could be deemed reasonable for safety applications where sufficient margins can be applied,
the observed discrepancies between the non-dimensional results limit the generalization power of this ap-
proach combined to the Multi-Zone model proposed by [4]. This can result from two distinct causes: or
the non-dimensional analysis is not complete, or the validity of the Multi-Zone model is limited to specific

dimensional conditions.

Further investigation is required to ascertain if all functional parameters have been encompassed in
the current analysis. For example, the Reynolds number might influence mixing, resulting in higher con-
centrations in the lower regions. In parallel, the Multi-Zone model could be further validated or refined
through additional experimental and numerical results.
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Conclusion

A dimensional analysis on an indoor release of hydrogen based on Buckingham’s II-theorem is dis-
cussed, building upon prior research by Vanlaere et al. [1]. In the presented scenarios, momentum takes
on a more significant role and has thus been integrated into the dimensional analysis. Four distinct
dimensional scenarios were modeled using the Multi-Zone model introduced by Johansson et Runefors
[4]. Our results show the similarity of the non-dimensional concentration profiles obtained for several,
dimensional cases of indoor releases of hydrogen, modeled with the Multi-Zone approach. However, the
predicted hydrogen concentrations exhibits non-negligible discrepancies. Further works should be carried
out to investigate the completeness of the dimensional analysis for such a case, and the validity of the
Multi-Zone approach for broader conditions than those for which it has been validated.
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Introduction

In response to national targets aimed at increasing renewable energy, especially in the context

of floating offshore wind, and considering the global projections for expanding clean hydrogen
[1], it is essential to evaluate optimal pathways and systems. This evaluation focuses on the
integration of high-capacity factor floating offshore wind with hydrogen production. The EU
recently doubled the 2030 target to 10 million tonnes (circa. 57 GW) of domestic renewable
hydrogen [2]. The UK recently doubled their ambition up to 10 GW of low-carbon hydrogen
production capacity by 2030, with at least half to be produced through electrolysis [3]. On the
other hand, floating offshore wind is set for significant expansion with approximately 80% of
the world’s offshore wind resource potential in waters deeper than 60 metres [4], where bottom-
fixed wind turbines are less feasible. The continued growth of the hydrogen economy is
necessary to effectively decarbonise particular sectors including heavy transport, steel,
ammonia and methanol production. More recently, the role of hydrogen is perceived to be a
key catalyst as a natural gas replacement due to the various global supply chain sensitivities,
including the war in Ukraine and the associated reduction of fossil fuel dependency and supply
from Russia. Leveraging the potential of offshore wind is believed to be a significant
contributor to unlocking this projected clean hydrogen expansion.

Methodology

This study investigates how adapting a timely sensitive policy incentives scheme as the US
inflation reduction act (IRA), in both the EU and the UK regions could assist in reducing
deployment barriers to meet their clean hydrogen targets. The 45V “Credit for production of
clean hydrogen” [5] is a key IRA incentive that has been identified for this analysis. The study
aims to understand how much the forecasted range of levelised cost of hydrogen (LCoH) from
floating wind are affected by applying a similar support mechanism from 2030-2040. This
analysis aims to contribute to the achievement of both the EU and UK renewable hydrogen
targets. In present time, dedicated floating wind farms for hydrogen production are not clear in
any of the two regions’ roadmaps. However, this analysis aims to gain insights if introducing
a similar tax credits approach could serve as a potential motivator for relevant stakeholders
develop dedicated floating wind farms for hydrogen production.

The introduction of IRA tax credits aims to overcome barriers to clean energy deployment.
This includes lowering the costs of clean energy and related products, reducing emissions to
achieve decarbonization goals, and providing incentives for newly commissioned renewable
energy plants. These plants are to be eligible for specific tax credit percentages, potentially up
to 100%. This approach is designed to expedite the development of projects, ensuring their

* Corresponding author: oibrahim@ucc.ie
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timely completion to meet national targets. The analysis particularly targets domestic green
hydrogen production in both regions at potential floating wind sites. The generic techno-
economic assessments (TEASs) of floating wind-to-hydrogen systems from an earlier piece of
work are used as the base case scenario for this study. Three levelised cost of energy (LCoE)
scenarios were considered; best, average and worst cases. This consequently dictated three
levels of LCoHs forming a range of values as base policy scenarios for this work.

Discussion

The analysis has an emphasis on adapting the approach for a large-scale hydrogen production
outside the US, with a different proposal for the bonus tax credits component. The study
explores three main policy scenarios for the LCoH. First, the ‘no tax credits’scenario, which
provides a technological, cost, and performance baseline for the use-cases. Second, the ‘base
tax credits’ scenario, which includes the full 100% credit values however not including any
potential bonus credits or any credit multiplier known as the Prevailing Wage and
Apprenticeship (PWA) requirement. Third, the ‘maximum tax credits’ scenario, which reflects
the full 100% credit values in addition to bonus credits and credit multiplier.

Conclusions

The study concludes a sensitivity analysis reaching an adapted credit multipliers proposal in
the context, with a different bonus tax credits scheme. Conclusions also include estimates of
the projected scale of dedicated floating wind to hydrogen in both the EU and the UK.
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Introduction

In achieving the global dream of a sustainable future, the development of new and
alternative methods to generate electricity are of high importance. Current renewable
energy sources are mainly dependent on the sun and wind, and are thus very
unpredictable. To achieve a reliable energy supply overall, we need to be able to store
clean energy for extended periods of time to compensate for unfavorable weather
conditions or sudden surges in energy demand.

One way to store energy is by generating Hz-gas, which has several interesting advantages
as an energy carrier molecule. It has a very high energy density, is multifunctional as
feedstock or an energy carrier and it is not a greenhouse gas itself. However, the
production efficiency of green H: still needs optimization before it can be adopted on a
global scale. Electrochemical water splitting is primarily hindered by the sluggish kinetics
of the oxygen evolution half-reaction (OER) of the process. This involves a transfer of
four electrons, each with its own intermediary product(s) requiring catalysis, resulting in a
significant overpotential[1].

Atomic layer deposition (ALD) could be an interesting technique in the research,
development and possibly production of such OER catalytic materials. This technique is
suited to deposit thin films in a controlled layer-by-layer manner with dimension control
up to the Angstrom level. In this development, transition metals could be interesting
catalyst candidates due to their availability and pricing over traditional OER catalysts
based on noble metals [2]. Both oxides and phosphate variants have been explored; the
latter occasionally outperforming the former[3][4].

Nickel has been shown to be one of the more OER-active transition metals, and doping or
combining it with iron seems to further increase its performance [5]. Inspired by these
results, ALD was used in this work to deposit and finetune the properties of a Ni-Fe
ternary phosphate for its use as an OER-catalyst material. This material was deposited by
alternating ALD cycles of Ni- and Fe-phosphate (denoted here as NiPO and FePO) based
on previous works of Rongé et al.[6] and Henderick et al.[7].
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Methodology

Using ALD a set of Ni-Fe mixed metal phosphates were deposited on Ni-PVD substrates a
and tested in a rotating-disc electrode (RDE) set-up. The effects of changing certain
parameters such as composition, thickness and ALD-sequence on the performance of the
sample for OER catalysis were observed and compared.

Discussion

Results indicated that compositions with high nickel and low iron content performed best.
Within the samples deposited with a 4 to 1 nickel to iron ALD ratio the better performing
materials were the ones where the iron ALD cycle was deposited last (Fig 1).
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Figure 1: Overview of the results of changing both composition and ALD sequence on the performance of the
materials. Largest effects seems to be originating from the species present on the surface of the deposited material.

Also the thickness of the material played a significant role in the performance of the
material, as thickness increased up to 160 nm the performance of the material increased
accordingly.

Conclusions

The results of this explorative work in the use of ALD for the development of OER
catalytic materials indicate that it is a promising technique due to the precise control that
can be exerted over both the thickness and composition of the material. Specifically the
option to exert high control over the surface of the catalyst can be a big asset in
researching catalytic materials.
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Introduction

The proton exchange membrane (PEM) fuel cell is a promising alternative to current energy
converters that rely on fossil fuels. Its valuable qualities, including durability, ability to
operate at low temperatures, and compactness, could make it the future of power sources. In
addition, the PEM fuel cell does not produce pollutants, only water as a by-product. Despite
these advantages, the PEM fuel cell is not yet fully commercialized due to its high
manufacturing cost, which is partly due to the use of platinum as a catalyst for chemical
reactions [1,2].

The PEM fuel cell is an electrochemical device that converts chemical energy into an electric
current. Like a battery, it functions through a set of redox reactions separated by an
electrolyte, the proton exchange membrane. However, H; at the anode and O, at the cathode
have to be fed continuously to produce the electric energy. In addition, platinum (Pt) must be
added to the electrodes to catalyze the electrochemical reactions. To reduce the
manufacturing cost of the PEM fuel cell, the amount of platinum is usually minimized by
dispersing it as nanometer-sized particles onto a conductive carbon support; the obtained
catalysts are used to manufacture the catalyst layers on both sides of the PEM. This structure
provides a high surface area for the catalyst but requires that the chemical reactants can
access each catalyst particle. While the carbon conducts electrons, the pores of the support
supply other chemical species. Gas reactants diffuse in the carbon structure and an ionomer
network is built inside the pores to provide a pathway for the protons between the PEM and
the catalyst. This network is obtained using a polymer similar to that used in the PEM.

In open circuit, the voltage of the cell can be calculated using the Nernst equation. However,
when a current is produced, three different voltage drops, or overpotentials n, are observed
(Eqg. 1), corresponding to energy losses.

N = Mk + Nohm + Ndiff (1)

The voltage of the PEM fuel cell is lowered by ni due to the energy required to activate the
chemical reactions. As the current increases, the transport of electrons and ions through the
ionomer and carbon support becomes a limiting factor (nonm), causing a linear decrease in cell
voltage following Ohm's law. At larger currents, the reaction rate becomes faster than the
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supply of gas reactants, which results in a further decrease in cell voltage due to the diffusion
of gas through the electrode to the active sites (ngifr). While the activation energy is intrinsic
to the chemical reactions and the choice of catalyst, the overpotentials linked to the transport
of charges and the diffusion of gas reactants are influenced by the electrode structure.
However, these voltage losses are often seen as "black boxes,” making it difficult to
determine the limiting phenomena in the process.

Methodology

The goal of this project is to investigate the causes of performance limitations of the cathode
catalyst layer of PEM fuel cells. To quantify the transport properties and parameters of the
fuel cell, electrochemical impedance spectroscopy [3,4] and limiting current [5-7] methods
are often used in the literature. In this paper, various catalyst layer architectures will be
considered to distinguish between ion, electron, and oxygen transport. The project will
explore different configurations where catalyst particles are only present in certain areas of
the catalyst layer. The diffusion and conductivity properties will then be retrieved by
analyzing the polarization curves exhibited by the electrode configurations.

Figure 1 illustrates two different catalyst distributions of interest. In (a), the catalyst is
situated near the membrane, so the distance for protons to cross is short. However, oxygen
must diffuse across the entire catalyst layer to reach the active sites, and electrons have a
longer distance to travel to reach platinum. In contrast, the distribution of catalyst in (b) has
the opposite effect on chemical species. Protons must conduct across the full width of the
catalyst layer via the ionomer network. However, the diffusion process that channels oxygen
to the active sites is shorter, and electrons do not need to cross the entire catalyst layer to
reach Pt.

Case a: Case b:

PEW CL CL PEM CL / CL
with Pt * without Pt without Pt / with Pt

Figure 1: Cathode catalyst layers (CL) configurations considered.

Two inks were prepared to manufacture either active or inactive sublayers on top of each
other. The catalyst powder used for active layers is made of 50 wt.% Pt on carbon black
Ketjenblack EC-300J purchased at Premetek while the inactive layer is made of Ketjenblack
EC-300J alone. An ionomer/carbon ratio of 0.8 was selected, and the solvent was a mix of
water and isopropyl alcohol. Their weight ratio was fixed at 1.3 to prevent combustion of
isopropyl alcohol, especially when contacted with Pt and carbon. lonomer was added to the
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mixture by incorporating Nafion® D2021. The complete composition of the ink was as
follows: 1.1 wt.% of C, 53.8 wt.% of MilliQ water, 4.9 wt.% of Nafion® D2021, and 41.2
wt.% of isopropyl alcohol. It is important to note that this composition is expressed in terms
of C and not Pt/C. Therefore, the amount of Pt/C catalyst must be adjusted to meet this
composition, depending on the Pt content. This means that the volume of Pt is ignored, as it
accounts for a negligible portion of the ink volume due to its high density.

To form the catalyst layers on both sides of the PEM, the spray deposition technique was
used, which involved a nozzle connected to a robotic arm in a container. A plate with a
controllable temperature was put in the container to evaporate the solvents of the sprayed ink.
An aluminum mask with a square hole of 5 cm x 5 cm was placed on top of Nafion® NRE-
212 membranes to cover the appropriate area. The deposition size (25 cm?) was limited by
the available cells and test bench in the laboratory. The nozzle of the spray was fed by air,
and the outlet relative pressure was set at 0.4 MPa. A syringe pump was used to control the
ink flow rate at 0.3 mL min™ for atomization. Forty sublayers were required to spray catalyst
layers of 10 pm. The Pt loading for the anode side was 0.33 mg cm™ (full active layer) while
it was 0.066 mg cm™ at the cathode as the active layer is five times smaller.

The membrane-electrodes assemblies (AMEs) were made by adding gas diffusion layers
(Freudenberg H23C6) on both electrodes. After hot pressing at 403 K with a force of 30 kN
for 3 min, the assemblies were then clamped in cells by applying a 8-Nm torque. The fuel
cells were conditioned on the test bench by imposing a constant voltage of 0.6 V. The
flowrates supplied during the experiments were 400 mL min™ of H, at the anode and 1000
mL min™ of air at the cathode. The relative humidity was maintained at 100% at both
electrodes. Every 10 min during conditioning, electrochemical impedance spectroscopy (EIS)
was performed to check the high frequency resistance and thus, evaluate the humidification
of the membrane electrode assemblies. To assess the performance of the fuel cells during
stabilization, a polarization curve is carried out every 30 min. This procedure was repeated
during one day which is enough for chronoamperometry, EIS and polarization curve to
simultaneously stabilize. It has to be noted that a cyclic voltammetry with nitrogen flushed at
the cathode is performed at the start and end of the conditioning day to determine the active
surface area.

Five different cathode electrode configurations were characterized for this project. Table 1
summarizes different parameters related to these electrodes. The active parts of these
electrodes have a thickness of 2 um for each configuration.

Table 1: Summary of the different cathode electrode configurations envisaged in this project.

Name Thickness [um] Structure
a 10 Active layer close to the membrane
b 10 Active layer away from the membrane
b2 18 Active layer away from the membrane
Cc 2 Active layer only
d 10 Active layer in between two identical inactive layers
Discussion
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Figure 2 shows the polarization curves after stabilization for cathode catalyst layers in the
configurations (a) and (b). This graph also displays the resulting curve for the configuration
(c) which is just a thin active layer of 2 um, one fifth of the thickness of the (a) and (b)
electrodes. The poor performance exhibited by the case (b) indicates the large impact of
proton resistivity on the performance of the electrode structure. Indeed, the only difference
between (b) and (c) is the inactive layer between the membrane and the 2-um active layer. On
the contrary, the electrode in case a produces a slightly larger current than the case (c). The
inactive layer in this configuration seems to play a beneficial role. The larger electrode
volume could improve the water management. In Figure 3, the (a) and (b) configurations are
now compared with case (d). In this electrode, the 2-um active layer is now in between two
4-um inactive layers to make the same electrode thickness as the configurations (a) and (b).
As expected, the polarization curve for case (d) is better than the case (b) but worse than (a),
confirming the impact of proton resistivity.

1.0
-— 3
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=
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2
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Case a: Case b:

Figure 2: Polarization curves for cathode catalyst layers configurations a, b and c.
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Figure 3: Polarization curves for cathode catalyst layers configurations a, b and d.

Now that the large impact of proton conductivity is known in the case of this electrode
formulation, the proton resistivity can be quantified using the active/inactive layers. Figure 4
displays the polarization curves for cases (b) and (c) that were already mentioned in the
previous graphs. Concerning case (b2), the inactive layer next to the membrane is twice the
thickness of the case (b) (16 um) while maintaining the same active layer. What differentiates
these three electrodes is the path that protons have to cross to reach the active sites. It means
that the polarization curves are only different by a resistance factor at low current, when no
diffusion overvoltage occurs. By applying a linear factor to the curves, the value of resistance
of these inactive layers can be retrieved and the proton resistivity computed is: 525+75 Q cm.
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Figure 4: Polarization curves for cathode catalyst layers configurations b2, b and c.
Conclusions

This experimental project aims at determining the limitation arising from the cathode catalyst
layer. Catalyst layers were prepared using robotic spray ink deposition and were then
characterized in situ. After conditioning, the analysis was focused on the polarization curves.
Five different configurations of catalyst layers involving active and inactive areas were
considered to distinguish between proton, electron and oxygen transports in the layer
structure. The proton resistivity was found to be the main source of overvoltage in the
cathode catalyst layer, the oxygen and electric transports having nearly no impact in the case
of the chosen electrode formulation. Finally, a value of proton resistivity was found by taking
advantage of the active/inactive layers architectures.

This project will then focus on the modeling of the polarization curves and the
electrochemical impedance spectroscopy curves using a 1D model. In the meantime, the
carbon black used in the catalyst layer will be replaced by a nanostructured carbon, i.e. a
carbon xerogel, which will deeply modify its transport properties. Indeed, the pore texture of
this material can be tuned by slightly changing the synthesis procedure, and the electrical
conductivity will depend on the particle size. This will allow to obtain properties much
different from carbon-black based catalytic layers and highlight different transport
phenomena.
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1 Introduction

Unmanned Aerial Vehicles (UAVs) have revolutionised the aircraft industry. Currently, the applications
and sectors in which they are deployed keep increasing [2]. Unlike other aerial vehicles, UAVs offer
higher flexibility, are easier to deploy, and are cheaper [11]. Examples of areas in which UAVs are mainly
deployed are goods delivery, inspection, agriculture, monitoring and wireless communication [1]. It is
expected that the drone market will keep growing. Fortune Business published a recent market report
(2023) and expects a compound annual growth rate (CAGR) of 25.82% between 2023 and 2030 [5].

The popularity of electric-powered UAVs is increasing, as systems relying on combustion engines have
lower efficiencies and emit greenhouse gases [22]. The overwhelming evidence of climate change’s impact
calls for urgent action. Rising temperatures, melting ice caps, forest fires and extreme weather events are
already affecting the global population [9]. Other advantages of electric-powered UAVs are a low ther-
mal signature, quieter operation, and an easier-to-control powertrain [8]. However, combustion engines
typically use conventional liquid fuels, characterised by a higher gravimetric energy density compared
to batteries [4]. Therefore, electric UAVs powered by batteries typically have lower endurance [11] and
suffer long charging times [1, 15].

According to the literature [3, 6, 22], FCs have the potential to increase the endurance and payload of
electric UAVs significantly. This is thanks to their high conversion energy, and the high gravimetric energy
density of hydrogen [12, 17]. A long endurance and high payload UAV combined with the advantages
of electric propulsion could open opportunities for broader applications and new markets [15]. However,
there are several challenges related to applying FCs in UAVs. This abstract aims to address these
challenges and unveils ideas to overcome them, which will be the research direction. First, the FC
operating principle is discussed, and different FC types are compared to understand the best option
for UAVs. After that, the major limitations of FCs are discussed and then linked to challenges for
UAV implementation. As the research is still in its initial stages, the current ideas for a methodology
to overcome these challenges are briefly discussed. Afterwards, the limitations and threats to validity
are unveiled in the discussion section. To conclude, the following steps and goals of this research are
discussed.

2 Fuel Cells for UAVs

FCs convert hydrogen and oxygen, usually from air, into water through redox reactions, as the molecules
can achieve a lower energy state. This spontaneous process converts chemical energy into electricity
and heat, characterised by a high efficiency of around 40-60% [17]. The basic operating principle and
chemical reactions taking place in a FC are shown in figure 1. Hydrogen is fed at the anode and splits
into two protons and electrons, which will take a different path to reach the cathode, where the reaction
continues. The protons transfer via a membrane, while the electrons go through an external circuit. At
the cathode, everything is combined with oxygen to form water. The proton conducting membrane is
sandwiched between the anode and cathode electrode, forming the membrane electrode assembly (MEA).
The electrodes typically consist of a porous gas diffusion layer and a catalyst to facilitate the reactions.
Different types of FCs exist, usually determined by the type of proton conducting membrane. The
different FC types considered for UAVs are discussed below. A single-cell FC typically generates a
maximum current of 1-1.5 A/cm?, corresponding to about 0.6 V under load circumstances. To increase
the voltage, multiple cells are combined in a series configuration to form FC stacks [12, 17].
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Figure 1: FC operating principle. Adapted from [17].

Both batteries and FCs are electrochemical energy systems that convert chemical energy into elec-
tricity [12]. The main difference is the containment of the chemical energy, which is stored in the active
material for batteries [13]. FCs, by contrast, are fueled by hydrogen, which enables quick refuelling com-
pared to the slower battery recharging process. Furthermore, FCs provide a greater gravimetric energy
density thanks to the fuel they use [17]. Different FC types exist and are briefly discussed in terms of
their suitability for UAV implementation. The literature considers three different types, namely solid
oxide fuel cells (SOFCs), polymer electrolyte membrane fuel cells (PEMFCs) and direct methanol fuel
cells (DMFCs) [21]. These different types are compared regarding their modes of functioning, advantages,
and limitations to assess the practicality of UAV implementation. Table 1 summarises each FC type’s
key characteristics.

Table 1: Comparison of fuel cell types for UAVs [23]

Type Fuel Efficiency [%] Temperature [°C] System Specific Power [Wkg™!]
PEMFC Hydrogen 40-60 30-100 >150

DMFC Methanol 20-30 20-90 >50

SOFC  Hydrocarbons 30-50 500-1000 >100

SOFCs operate between 600-1000°C and are categorised as high-temperature FCs. This makes it
possible to use traditional liquid fuels instead of pure hydrogen [16]. These fuels are more affordable and
easier to handle than pure hydrogen, but SOFCs using them emit greenhouse gases [21]. Other problems
are long warm-up times and challenges related to mechanical and thermal stability [16]. Therefore, the
literature [6, 21, 23] concludes that high-temperature FCs are not ideal for UAVs and are better suited
for stationary applications [16].

PEMFCs rely on pure hydrogen as fuel and thus do not emit greenhouse gases [12]. Their operating
temperature range of 30-100 °C is more favourable for UAVs. Compared to other types of FCs, PEMFCs
have a higher power density and respond better to transient load changes [6]. The use of methanol
as fuel in DMFCs is their most significant advantage over PEMFCs, their composition is very similar.
Relying on methanol instead of pure hydrogen results in easier handling and storage while offering a
better volumetric energy density [21]. Disadvantages are a considerably lower efficiency due to methanol
crossover and lower kinetics. Moreover, the lower specific power of DMFCs also implies that PEMFCs
are a superior choice [6].

In summary, according to the literature, PEMFCs running on pure hydrogen are currently the most
promising and widely used option for powering UAVs [6, 21, 23]. However, there are limitations to the
use of fuel cells. These limitations are briefly outlined below and serve as a basis for discussing their
potential impact on UAVs in the next section.

First, pure hydrogen storage and handling introduce complexities, and the lack of infrastructure is
also a disadvantage [7]. This issue can be addressed by utilising FC types that can accept fuels besides
pure hydrogen [1]. However, as discussed, PEMFCs are still considered to be the best option for UAVs,
and the drawbacks related to hydrogen won’t be considered in this research. Second, FCs typically have
a low maximum power output due to their limited power density in relation to their mass [6]. Third,
the efficiency decreases significantly at high power outputs compared to at low currents. In addition,
high currents cause a considerable drop in voltage, resulting in an unstable voltage output which can be
unsuited for powertrains [21]. Fourth, FCs have a slow dynamic response due to electrochemical reaction
delay and Balance of Plant (BoP) systems, present to support functions like FC cooling and reactant
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delivery [6, 21]. Fifth, FC degradation can significantly reduce power output, which can be reversible or
irreversible. FC lifetime and durability are seen as key challenges in FC commercialisation [20]. According
to the literature, important causes of degradation are operating time [20], harsh ambient conditions in
which the FC is operated [6], noisy and continuously high power demands [20] and impurities that can
poison the FC, as for example, air impurities such as NaCl, NOx, CO,... [19].

3 Methodology

After presenting the opportunities for implementing FCs in UAVs, the focus shifts to the challenges
and proposed methodology to overcome them. This section examines how the discussed drawbacks of
FC technology can impact the performance of FC UAVs. As the research is still in its early stages, a
complete methodology to cope with these challenges will not be discussed. Therefore, each challenge will
be discussed briefly and linked to the current idea and considered methods to solve it.

As discussed, FCs generally suffer from limited power density and slow dynamics [21]. In UAVSs purely
relying on FCs, this is expressed by having a lower power output combined with poor performance when
exposed to noisy power profiles. As a result, the UAV’s maximum speed, payload capacity, flying altitude
and climbing rate will be affected [6, 23]. In addition, the FC will degrade faster due to the higher power
output and fluctuating power patterns [20]. Therefore, UAVs solely relying on FCs are generally not the
best idea due to affected flight characteristics and limited FC lifetime. As a result, FCs are often integrated
with other energy systems to create hybrid systems that combine their advantages [6, 21, 22, 23]. This is
summarised in a Ragone plot shown in figure 2, which compares energy systems in terms of gravimetric
energy density and power density. As already discussed, FCs offer a great gravimetric energy density as
hydrogen is used, but they suffer from low power density, which is undesirable for UAVs. The frequently
considered energy systems to support FCs in UAVs are briefly discussed below. Special attention is given
to the methodology and future work in addressing the challenges of hybrid system design.

Capacitors

‘- Supercapacitors

Supercapacitors

Power density (W/kg)

0.01 0.1

1 10 100 1000
Energy density (Wh/kg)

Figure 2: Ragone plot to compare different energy systems. Adapted from [18].

Most UAVs rely on lithium-based batteries, either Li-ion or Li-polymer, as they score well in terms of
energy and power density [23]. Using Li-batteries to support FCs in the UAV hybrid system is already
widely studied [21]. Batteries serve three main functions in hybrid FC systems for UAVs. First, they help
provide the propulsion system with a constant output voltage as, compared to FCs, the voltage is less
dependent on the load current [23]. Second, by supporting the FC during high-power demanding flight
phases, such as take-off, batteries can improve the power density of the system. Afterwards, the FC can
recharge the battery, for instance, during the cruise phase [22]. Third, batteries can assist in stabilising
the power demand of the FC to increase lifetime [3].

DC-DC converters allow power source management and determine the hybrid system layout by making
different voltage sources compatible. Systems that do not have DC-DC converters are called direct hybrid
systems and are classified as passive. Indirect hybrid systems are managed by energy management
strategies to improve their efficiency and reliability [6].

The combination of the FC and battery is most common in the hybrid system literature. However,
other energy systems are also considered. Solar cells covering the wings of the UAV are seen as a
great option to increase the endurance of UAVs operated during daylight. Figure 2 also shows that
(super)capacitors are a great option to improve the power density of the hybrid system. In addition,
the dynamic response to fluctuating power profiles can also be enhanced by employing (super)capacitors
[21, 23].
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Designing a UAV hybrid system that balances cost, weight, endurance, payload, and flying behaviour
can be challenging. The current literature lacks information on how to design hybrid systems regarding
which combination is needed, the best layout, dimensioning the energy systems and selecting the appro-
priate characteristics. Therefore, this research aims to develop a tool that can assist in designing hybrid
systems for UAVs by proposing optimised layouts for different inputs, such as expected endurance, max-
imum weight, mission profile, etc... This also enables the user to simulate the feasibility of performing a
specific mission using a hybrid FC UAV.

In addition, UAVs are often designed to fly in various environments and timeframes. For example, a
UAV for inspection purposes is expected to perform well during summer and winter. As discussed, the
performance of FCs can be highly affected by degradation. The remaining of this section highlights the
connection between the expected performance of FC UAVs and the impact of FC degradation.

FCs for UAVs are generally open cathode types, meaning that unconditioned air is drawn for the
cathode reactions and FC cooling. This makes the FC lighter, as BoP systems such as humidifiers and
compressors are not present. However, open cathode FCs are also more exposed to ambient conditions.
As a result, the power output of the FC can be highly affected by ambient conditions, as for example,
air temperature and air humidity [6, 10]. Therefore, the flying characteristics and endurance of FC
UAVs can be influenced by where and when the UAV is flown. It could be useful to consider this and
adjust the hybrid system layout based on the expected ambient conditions. Currently, a test bench is
being constructed to evaluate the impact of ambient conditions on open cathode FCs. As discussed,
contaminated environments can also lower FC power output by, for example, catalyst deactivation [19].
Operating a FC UAV in harsh conditions can significantly shorten its lifespan. This can be important
for UAVs operated in these environments, like offshore inspection UAVs. In some cases, it could even be
impractical to deploy a FC UAV due to the harsh environments or a different hybrid system composition
should be considered.

The ambient conditions and presence of impurities can vary depending on the location and timing
of the flight mission [14]. Therefore, when designing hybrid systems, it could be important to consider
degradation due to its influence on the system’s performance. This is already mentioned in the literature
but not elaborated. Therefore, this research aims to assess if ambient conditions and impurities affect the
feasibility of FC UAVs and whether this influences hybrid system design. Therefore, PEMFC performance
will be studied via modelling and simulation. This could then be linked to the proposed hybrid system
design tool.

4 Discussion

This section will briefly discuss, due to the initial stage of the research, potential challenges that may
arise. Regarding the hybrid system design tool, gathering realistic flight profiles and information about
the UAV, such as mass and endurance, might be difficult. In addition, manufacturers do not frequently
share FC performance characteristics. Additionally, building test benches for open cathode FCs can
be expensive, especially if one wants to modify ambient conditions or introduce impurities to study
degradation. Modelling and simulations are helpful but introduce threats to validity that require extensive
study.

5 Conclusion

It is clear that the literature considers implementing FCs in UAVs as an interesting opportunity to achieve
long endurance, high payload electric flights. However, several challenges must be addressed to go from
the demonstrator phase to commercialisation. The most important ones were discussed in this abstract.
One key aspect is the development of a tool to aid in hybrid system design for UAVs based on the
UAV requirements. Optimising the UAV hybrid system is lacking in the literature as the current trend
focuses on optimised energy management. In addition, studying the influence of ambient conditions and
degradation on FCs is necessary to determine whether including this in the hybrid system design is useful.
The goal of this study is to help evaluate the feasibility of hydrogen FC UAVs regarding lifespan, ambient
conditions influence, and UAV requirements for deployment in various applications and environments.
The following steps are developing the discussed tool and setting up models. An update on the research
status will be provided in the future and the first results will be unveiled. This pertains to discussing the
test bench, presenting the initial results of the hybrid system dimensioning tool, and elaborating on the
strategy for developing the models to assess the impact of ambient conditions and degradation.
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Introduction

Global warming is on a pathway of about +3 °C compared to preindustrial times, if the
current measures to counteract are considered [1]. This would lead to the collapse of
ecosystems, a further loss in biodiversity, an increase in extreme weather events, and an
overshooting of irreversible climate tipping points, which leads to further global warming [2].
Thus, near-term measures to reduce humankind's greenhouse gas emissions to net zero have to
be implemented on a political, societal, and technical level. Focusing on the technical level, the
energy demand for mobility and transportation is a main driver of CO2 emissions. Since the
energy demand for this sector is projected to rise in the foreseeable future, there is a strong
need for new energy carriers with reduced global warming potential. Regarding the large
engines sector, the IPCC is recommending ammonia and hydrogen from renewable sources as
promising fuels for shipping in their latest report on the mitigation of climate mitigation [3].
Ammonia can serve as a hydrogen carrier with a higher volumetric energy density than
hydrogen combined with a low carbon intensity. Still, its properties to be used as a fuel are
challenging and have to be explored thoroughly.

The present PhD project investigates the combustion behavior of alternative fuels for large
engines. For this, the aforementioned fuels ammonia and hydrogen are considered due to their
carbon-free nature and their applicability in large engines. Experimental studies are performed
to investigate the combustion behavior of the fuels under fundamental and engine-relevant
conditions. The experimental results serve as a base for the validation of simulation models,
which capture the particular characteristics of the new fuels. An experimental-numerical
methodology is being developed to predict the combustion behavior of the new fuels and
thereby reduce the required experimental efforts. This helps reduce the time to implement the
new fuels into the fleet, and thereby speed up the mitigation of greenhouse gases from all
sectors using large engines.

Methodology

To investigate the combustion behavior of new fuels, characteristic parameters have to be
determined in fundamental experiments. The laminar burning velocity (LBV) is an intrinsic
property of fuels, governing the combustion efficiency and stability. Therefore, it is also a main
input parameter for flame propagation modeling. To experimentally determine the LBV of
different fuel mixtures, optical investigations of spherically propagating flames under quasi-
isobaric conditions have been performed on a constant volume combustion chamber [4], see
Figure 1a). Applying Schlieren imaging, the flame propagation is captured with a high-speed
camera. The LBV is derived by extrapolating the gathered flame propagation to an unstretched
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flame and calculating the flame speed of the unburnt gas from the burnt gas by applying mass
continuity.

Optical combustion chamber ,{«u",}.‘ Exhaust
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Figure 1: Experimental setup of test rigs used with optical access a) Rapid compression machine as constant
volume combustion chamber [4] b) Optical test rig Flex-OeCoS [5]

While knowledge of the laminar flame behavior of new fuels is the fundament of their
characterization, investigating the behavior under turbulent conditions is of the highest
importance for the application of those fuels in internal combustion engines. Special attention
has to be brought to the flame-turbulence interaction for hydrogen and ammonia-hydrogen
mixtures because of the strong differential diffusion of those fuel mixtures. This particular
characteristic causes an increase in the response of the flame speed to turbulence intensity and
has to be appropriately captured by flame models. To this end, optical investigations of
turbulent flame propagation under application-relevant conditions have been performed on the
optical research engine test rig “Flex-OeCoS” [5], see Figure 1b). Similar to the laminar
investigations, the flame propagation has been captured with a high-speed Schlieren imaging
setup. The apparent flame propagation speed is based on the projected flame area growth over
time. The thermodynamic conditions in the combustion chamber are characterized by fine wire
thermocouple measurements and in-cylinder pressure measurements [6] as well as heat release
rate calculations [7, 8]. The flow and turbulence conditions are characterized by high-speed
particle image velocimetry (PIV) measurements [5].

Discussion

Laminar flame propagation

The results of the laminar flame
propagation have been published and
presented in [4, 9]. The investigated fuel is a
gas  mixture  representing  partially
dissociated (or “cracked”) ammonia, which
contains ammonia itself, hydrogen, and
nitrogen. The hydrogen serves as a
combustion promoter to improve the poor
combustion behavior of ammonia. In engine
applications, a part of the ammonia can be
dissociated into hydrogen and nitrogen > 1
upstream of the engine. The measurements  figure 2: schlieren image sequence of flame
are conducted for cracking ratios of propagation of NHs/Hz/No/air mixture; y = 40%,
v =[10% — 40%], equivalence ratios of ¢ =0.9, To =298 K, po =5 bar; onset of instabilities
@=[0.7-1.3], and initial conditions of Visiblefor flame radii > 15 mm [4]




100 H
po=[1-10 bar] and To =298 K. The results are compared to the results of methane, which
serve as a baseline.

The outwardly spherical propagation of a lean NH3/H2/N2/air flame with a cracking ratio of
v = 40% and po = 5 bar is depicted in Figure 2. Within the evaluation range of r < 12 mm, the
flame surface is assumed to be unwrinkled and thereby evaluable for the LBV. For larger flame
radii, the onset of instabilities is visible by the strong wrinkling. These instabilities are caused
by differential diffusion of the fuel mixture and mainly the contained hydrogen. This is
represented by an effective Lewis number of the mixture below unity. For cases with a higher
cracking ratio, a leaner fuel/air mixture, or a higher pressure, the LBV cannot be evaluated due
to the onset of instabilities within the evaluation range.

Figure 3 a) shows the results of the LBV of NH3/H2/N2/air flames for an equivalence ratio
and pressure variation at To = 298 K and a cracking ratio y = 40 %. The LBV is peaking in the
stoichiometric to slightly rich area and is decreasing over increasing pressure, as expected. In
comparison to the literature results of Mei et al [10], an overestimation of the LBV can be
observed in the lean area. Consulting the experimental Markstein Length, an underestimation
of the stretch sensitivity of the flame front can be found as the source of the deviation, which
is caused by a low and narrow evaluation range of the present test rig (6 mm < r¢f <12 mm). To
compare the LBV of cracked NHz flames to CH4 flames, CHa4 flame results have been gained
performing reaction kinetic calculations in Cantera using the GRI 3.0 mechanism [11, 12].
While the equivalence ratio effect is similar for both fuels in the lean area, it is less pronounced
for cracked NHs in the rich area. This is caused by the peak LBV of the admixed H in the rich
area (p =1.6-1.8).
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Figure 3: Laminar burning velocity of NHa/Ha/No/air flames and CHa/air flames at To = 298 K [4]

a) Equivalence

ratio and pressure variation,

v

40 %,

Mei

et al [10], GRI 3.0 [11]

b) Cracking Ratio variation, po = 1 bar, ¢ = 1.0; Mei et al. [10], Ji et al. [13], Han et al. [14], Lesmana et
al. [15], GRI3.0 [11]

Figure 3 b) presents a comparison of the LBV results of the present study and literature
results for a cracking ratio variation at To = 298 K, po = 1 bar, and ¢ = 1.0 [10, 13-15]. All
results agree in a nonlinear increase of LBV for an increasing cracking ratio. This illustrates
that the accelerating effect of additional hydrogen dominates over the decelerating effect of
additional nitrogen in the fuel mixture. Considering the general large deviations in flame speed
measurements of experimental results in the literature, a good agreement of the current results
with the displayed literature results can be found, despite the limitations of the test rig.
Compared to the reaction kinetic results for CH4 flames under the same conditions, a cracking
ratio of 35 - 40% is required to reach similar burning velocities, dependent on the considered
source.
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Turbulent flame propagation

The experiments of the turbulent flame propagation are currently being evaluated. The
presented results are to be considered “work in progress” and will be published at a later time.
The investigated fuel mixtures are NHz and cracked NHz and are compared to reference
measurements of CH4. The measurements are conducted for mixtures with cracking ratios of
v = [0%, 3%, 7%, 10%], equivalence ratios of ¢ = [0.60 — 1.20], and boundary conditions of
pc = [40, 70, 100 bar], n = [400, 600, 800, 1000 min], ignition timing = -15°CA and
Tin = 100°C for NH3 and cracked NHs and Tin = 50°C for CHas. The flame propagation for
vy =10%, ¢ =1.00, n=600/min, pc = 70 bar, and Ti» =100 °C is depicted in Figure 4,
represented by an overlay of the Schlieren images and the detected flame area and contour. The
flame shape is close to spherical in the given exemplary combustion cycle but can vary strongly
from this shape due to the flow conditions in the combustion chamber. The flame-turbulence
interaction is apparent by the small-scale winkled flame front.
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Figure 4: Overlay of Schlieren image sequence and detected area and contour of flame propagation of
NHa/H2/No/air mixture; y = 10 %; ¢ = 1.00, n = 600 min*, p. = 70 bar, Ti, = 100 °C

The preliminary results indicate an increase in flame propagation for increasing turbulence
intensity for all fuel mixtures. The turbulence intensity is controlled by the engine speed and
has been characterized in previous PIV measurements [5]. Pure NH3 performs comparatively
better under engine-relevant conditions than under laminar, quiescent conditions. The partial
NHz cracking of up to y = 10% effects a further significant increase in flame speed. The
partially cracked NHz reaches similar flame speeds and combustion stability to CHas. For lean
cases, the effect of turbulence on NH3 and cracked NHz flames is stronger compared to CHa.
This is caused by thermodiffusive instabilities accelerating the flame propagation, occurring
for mixtures with effective Lewis numbers below unity.

Conclusions

Ammonia and hydrogen have great potential as fuels for large engines to reduce the
greenhouse gas emissions of the transportation and energy sectors. While ammonia is an
excellent carbon-free hydrogen carrier, its combustion behavior remains a challenge for
implementation as a fuel. The combustion behavior of ammonia and cracked ammonia
mixtures has been investigated experimentally under fundamental and engine-relevant
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conditions. The necessity of the performed experiments becomes apparent by observing the
laminar and turbulent flame characteristics to differ strongly from conventional fuels. Because
of the very low laminar burning velocity of ammonia, a cracking ratio of 35 - 40% - and thereby
a significant addition of hydrogen - is required to reach the same LBV as methane under
laminar conditions. Additionally, even with low amounts of hydrogen added, the flame surface
is exposed to instabilities already at rather low pressures, speeding up the flame propagation.

In contrast, the investigations under turbulent, engine-relevant conditions expose a better
performance of ammonia and cracked ammonia mixtures than expected from laminar results.
With a comparatively low cracking ratio of y = 10%, the combustion gives satisfactory results
regarding flame propagation and operation stability. This can be explained, inter alia, by the
particular diffusion behavior of ammonia and especially hydrogen. The expectedly low
required cracking ratios could be feasible for an on-board cracking process in maritime
applications, possibly powered only by the waste heat of the combustion process.

Based on these experimental results, simulation models for laminar, turbulent, and
application-oriented conditions will be reevaluated and adapted to reliably predict the
combustion behavior of those new fuels. These simulation models enable a fast development
process of large engines running on carbon-free fuels. Thereby, precious time can be saved on
the track of net-zero greenhouse gas emissions, to prevent the crossing of the planetary
boundaries at risk.
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Introduction

Climate change is not a distant threat anymore, it’s the pressing reality of our fragile planet that requires
immediate action, not tomorrow, but today [1]. Thus, cutting down on fossil fuels is necessary for the
very survival of humankind. Hydrogen provides a perfect solution and stands as a potential game-changer
in the quest for sustainable and clean energy sources [2, 3]. Hydrogen is gaining momentum as a fuel
of the future because of it significantly reduces CO5 emissions, has high energy density and versatility,
storage and grid stability and can be integrated easily with renewable energy [4].

Despite these benefits, challenges remain. The hydrogen production process can be energy-intensive, and
most hydrogen currently produced is “grey hydrogen” i.e., it comes from natural gas in a process that
releases carbon dioxide [2]. In the burgeoning landscape of sustainable energy and environmental reme-
diation, the exploration of efficient and versatile catalysts stands as a paramount focus. The transition
from carbon-intensive energy sources to cleaner alternatives hinges on breakthroughs in electrochemi-
cal technologies, of which catalysis is a core component. Among these, the electrochemical splitting of
water—wherein water is decomposed into its constituent hydrogen and oxygen gases—is recognized as
a critical pathway for generating hydrogen, a clean and renewable energy vector. Concurrently, in the
realm of environmental technologies, the decomposition of hydrogen peroxide is a vital reaction, aiding
in wastewater purification and other decontamination processes [2, 4, 5].

At the heart of these reactions lies the NiFe class of catalysts, which have garnered significant attention due
to their promising catalytic performances, cost-effectiveness, and relative abundance. These bimetallic
catalysts, leveraging the synergistic properties of nickel and iron, have showcased their prowess, particu-
larly in the oxygen evolution reaction (OER) segment of water splitting. However, their potential does
not stop there. Recent forays into their applicability for hydrogen peroxide decomposition reveal another
exciting avenue for exploration.

This work seeks to bridge the knowledge gap between the two distinct, yet interrelated, applications
of NiFe catalysts: in the OER reaction and hydrogen peroxide decomposition. By juxtaposing their
performance, mechanisms, and stability in both reactions, we aim to present a holistic understanding
that could be pivotal for future innovations in clean energy production and environmental protection.

Rationale

The main rationale behind the study is to understand the mechanistic insights and reaction pathways.
The OER and HyO4 decomposition reactions, though different in nature, share certain intermediate steps
and mechanistic nuances [6, 7).

*Corresponding author: neethu.kochukunnel.varghese@edu.unige.it
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Let us now go into the details of the reaction mechanism [8, 9]. The Adsorbate Evolution Mechanism is -
a 4-step-reaction process with 3 reaction intermediates (*OH, *O, *OOH ). The binding energy between
the intermediates and the catalytic active site determines the rate of the reaction.

Step 1: M + OH- — M-OH + e-

Step 2: M-OH + OH-— M-O + H50 + e-

Step 3: M-O + OH-— M-OOH + e-

Step 4: M-OOH + OH-— M + O3 + H50 + e-

The creation of O* and *OOH are the pivotal steps in the reaction process and the magnitude of difference
between the free energy of these species is indicative of its OER activity. The G¥O-G*OOH values vs the
overpotential show a volcanic distribution and, according to the Sabatier principle, an intermediate value
of G*O-G*OOH is preferred. The catalytic activity is found to be maximum at G*O-G*OOH value of
1.6 eV.

The decomposition of the hydrogen peroxide on Fe* ions is found to have involvement of the intermediates
*OH, *O, *OOH [6, 7]. So a comparative study will help elucidate the similarities and differences in the
reaction pathways when catalyzed by NiFe. This could lead to improved catalyst designs by exploiting the
favorable features from each reaction. NiFe catalysts have demonstrated promising catalytic performance
in both OER and Hy05 decomposition. By comparing their activity in both reactions, we can derive
insights into the versatility of these catalysts, potentially unlocking new applications or opportunities for
optimization. In addition to that both the OER and hydrogen peroxide decomposition reactions impose
oxidative and reductive stresses on catalysts. By exposing NiFe catalysts to both environments, this
study can provide valuable insights into the durability, longevity, and possible degradation pathways of
these materials. This is crucial for commercial applications where catalyst stability often dictates the
lifespan and maintenance costs of the devices.

In light of these rationales, our study aims to comprehensively evaluate and compare the activity of NiFe
catalysts in both the OER and hydrogen peroxide decomposition reactions. Through this analysis, we
hope to expand our understanding of the fundamental processes at play and promote the development
of more effective and versatile catalytic systems.

Methodology

To achieve a comprehensive understanding of the activity of NiFe catalysts in hydrogen peroxide de-
composition and the oxygen evolution reaction (OER), we synthesised a range of NiFe catalysts using
chemical reduction method with NaBHy [10], with multiple Ni to Fe ratios. These catalysts were sup-
ported on both cerium oxide (CeO2) and zirconium dioxide (ZrO2) substrates, selected for their known
stability and conductivity properties. This variety of catalysts allowed for a robust investigation into
the influence of metal ratios and the nature of support on the catalytic activity. The catalysts were
characterized using X-ray diffraction (XRD), scanning electron microscopy (SEM), and Brunner-Emmett
-Teller (BET) method to characterize the crystal structure, morphology, and surface properties of the
catalysts, respectively.

The catalytic activity of the NiFe catalysts were then evaluated for hydrogen peroxide decomposition.
The decomposition rate of HoOs in the presence of the synthesized NiFe catalysts is assessed through
volumetric measurements. 200 mg of catalysts and a 100 mL solution of 0.3 M H50O4 solution were kept
in Biichner flask and the volume of O5 evolved was measured every three minutes.

The OER catalytic activity is measured by conducting electrochemical tests using a three-electrode
setup. Linear sweep voltammetry (LSV) is employed to determine the OER onset potential and overall
activity [11]. Electrochemical impedance spectroscopy (EIS) will provide insight into the charge transfer
resistance at the catalyst interface [12].
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The catalysts were analyzed for stability and degradation studies by subjecting them to prolonged reaction
conditions for both HoOs decomposition and OER to assess their durability. Post-reaction character-
izations are conducted using XRD and SEM to detect any structural or morphological changes in the
catalysts. Inductively coupled plasma mass spectrometry (ICP-MS) is used to detect any leaching of the
metal components. Infrared (IR) spectroscopy is employed to identify and monitor possible intermediates
or adsorbed species during both reactions.

This multifaceted methodology aims to provide a rigorous and thorough analysis of NiFe catalysts in the
context of both hydrogen peroxide decomposition and OER, ultimately contributing to the advancement
of catalytic systems in these domains.

Discussion

The in-depth examination of NiFe catalysts’ activity in hydrogen peroxide decomposition and the oxygen
evolution reaction (OER) offers an avenue to bridge two critical areas in electrochemistry and catalysis.
Several pertinent observations and implications emerge from this study:
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Figure 1: HyO45 decomposition rates for NiFe catalysts with different Ni:Fe ratios

Our initial findings suggest that NiFe catalysts with a Ni:Fe ratio of 1:9 are optimal for hydrogen per-
oxide decomposition (Fig. 1). The study highlights the importance of the Ni:Fe balance in optimizing
performance. These catalysts showed an impressive level of activity during hydrogen peroxide decompo-
sition studies, indicating their potential as highly efficient OER catalysts; a subject of current research.
While NiFe catalysts potentially exhibit promising performance in both hydrogen peroxide decomposi-
tion and OER, the extent of their activity can differ based on the specific reaction. Factors such as
electronic structure, binding energies, and the microenvironment of active sites play a determining role
in catalytic efficiency. It’s intriguing to note the influence of Ni:Fe ratios in these dynamics, emphasizing
the importance of achieving the right balance for optimal performance in each reaction. The presence
of iron, known for its ability to facilitate the formation of stable metal-oxygen bonds, might offer clues
in enhancing the robustness of these bimetallic catalysts. Insights from the mechanistic study could
indicate that certain intermediate states or adsorbed species are common or analogous across the two
reactions. This shared mechanistic behavior underscores the versatility of NiFe catalysts. However, the
energy barriers and reaction kinetics might differ, elucidating the distinctive challenges faced in each
process. Also beyond the realm of academic interest, the dual utility of NiFe catalysts in both OER and
hydrogen peroxide decomposition positions them as economically viable materials. By minimizing the
need for multiple specialized catalysts, industries can achieve more streamlined, cost-effective processes,
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especially considering the relative abundance and low cost of nickel and iron. Feedback from the opti-
mization phase underscores the adaptability of NiFe catalysts. Post-treatment techniques, doping agents,
or support materials can notably enhance activity, suggesting a broad design space for researchers and
engineers to explore.

Conclusions

In this study of NiFe catalysts for hydrogen peroxide decomposition and the oxygen evolution reaction
(OER), we systematically examined several variables to understand their performance and properties. By
synthesizing catalysts with varied Ni:Fe ratios, morphologies, and support materials, we delineated the
impact of these parameters on catalytic activity. The catalysts were characterized using XRD, SEM, and
BET and it provided detailed insights into the catalysts’ crystal structures, morphologies, and surface
properties.

The catalytic activity assessments showed the efficiency of the synthesized NiFe catalysts in hydrogen
peroxide decomposition and their potential in OER applications. The durability and stability of the
catalysts were assessed by subjecting the catalysts to prolonged reaction conditions.

In summary, this research offers a systematic and thorough analysis of NiFe catalysts in hydrogen peroxide
decomposition and OER. The findings, grounded in empirical evidence and rigorous analysis, contribute
significantly to the field of catalysis, emphasizing the relevance and potential of NiFe catalysts in these
reactions.
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Introduction

With the increasing global energy demands and depleting fossil fuel reserves, the world
economy is now setting stronger goals towards production, transport and storage of green
hydrogen which is an ideal renewable energy carrier for future[1]. While diffusible hydrogen
in many materials degrades its performance and durability, hydrogen trapped in deep traps can
reduce embrittlement and may pave the way towards development of solid-state hydrogen
storage materials. In this scenario, understanding hydrogen interaction with materials at the
nanoscale is crucial to develop sustainable, safe, and strong materials for hydrogen storage and
transport. Hydrogen in materials introduces a series of microstructural, chemical, and
electronic changes in materials at microto nanoscales and no single technique can fully reveal
the entire process [1]. Correlative microscopy integrates multiple characterization techniques
to provide a comprehensive insight into local hydrogen-material interaction at the nanoscale

[1].

Methodology

Direct imaging of hydrogen in solid materials with nanometer scale lateral resolution is
challenging with most conventional microscopic techniques. A solution to this can be
Secondary lon Mass Spectrometry (SIMS), which is a high sensitivity analytical technique that
can detect all elements (and isotopes) of the periodic table including hydrogen at sub 20 nm
lateral resolution [2]. Our group, at LIST, have developed a prototype focused ion beam (FIB)
—scanning electron microscope (SEM) -SIMS instrument (FIB-SEM-SIMS) which is based on
an in-house developed double-focusing magnetic sector mass spectrometer with a continuous
focal plane detector attached to a commercially available high vacuum dual-beam FIB-SEM
which uses a liquid metal ®°Ga* ion source [2]. This instrument combines the merits of electron
microscopy with SIMS imaging to obtain structural and chemical information over the same
region of interest in hydrogen containing samples.

Moving forward, we have also developed an in-situ electrochemical charging holder which can
perform electrochemical hydrogen charging of samples inside the FIB-SEM-SIMS instrument
to account for the loss of hydrogen diffusing out of the sample while performing the
measurements. It consists of an electrolyte compartment which can hold around 600 pl of
electrolyte. The sample is machined in the form of a lid to the electrolyte compartment, so that
only one surface of the sample comes in direct contact with the electrolyte and the top surface
of the lid to which hydrogen diffuses through the material will be clean for analysis purposes.
Figure 1 illustrates the in-situ electrochemical charging set up.

*Corresponding author: athira.kumar@list.lu
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SEM vacuum chamber

Counter
electrode

Figure 1. (a) Schematic of the FIB-SEM-SIMS instrument. A potentiostat (Biologic SP-150) is used to provide
the sample bias with respect to stage for electrochemical charging using in-situ electrochemical charging holder
(b) Cross sectional view of the in-situ sample holder. Inside the SEM vacuum chamber, the lid (sample) will be
biased negatively(blue), and the counter electrode will be biased positively(red) (c) The in-situ electrochemical
charging holder.

Discussion

The in-situ electrochemical charging holder is used for charging different samples inside FIB-
SEM-SIMS to obtain elemental maps of hydrogen in materials which can aid hydrogen
embrittlementstudies and the identification of suitable materials for hydrogen storage. Ti-6Al-
4V, a dual phase Titaniumalloy, is an interesting material to start with, as it is well known for
its specific strength and mechanical characteristics and has wide ranging aerospace, industrial
and biomedical applications [3]. In hydrogen environment, this alloy absorbs large amount of
hydrogen leading to hydride formation and gradual failure due to hydride embrittlement [4].
In-situ SIMS analysis of the sample using the electrochemical charging holder inside FIB-
SEM-SIMS can track the hydrogen distribution in the sample in course of time. It can also help
in identifying preferential nucleationsites of hydrides in the material and can track its growth
in time. As a first step to this, electrochemical charging of Ti-6Al-4V samples has been
performed inside a beaker and hydrogen maps of the sample was obtained before and after
hydrogenation as shown in figure 2. The experiment was repeated using the sample holder
outside the instrument for testing purposes before introducing it into the vacuum environment.
SIMS images correlated with corresponding SEM images yielded interesting information on
hydrogen distribution and hydride nucleation in the material. The FIB-SEM-SIMS instrument
was also used to map hydrogen in Titanium Carbide and VVanadium Carbide precipitates in ex-
situ gaseous hydrogen charged ferritic steel samples. The SIMS images obtained were
correlated with SEM images of the precipitates and preferential hydrogen trapping sites were
located for both the precipitates.
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Figure 2: Hydrogen maps of Ti-6Al-4V sample obtained using SIMS imaging (a) before hydrogenation (b) after
ex-situ electrochemical hydrogen charging at a current density of 0.5 mA/cm? in 5 wt% H2SO4. Both images
employ a beam current of 100 pA and dwell time of 3ms per pixel. Both the SIMS images have 256 X 256
resolution over a field of view (a) 21pm x 21um (b) 28 pum x 28um

Conclusions

To compensate the loss of hydrogen due to diffusion from samples during analysis, an in-situ
electrochemical charging holder was designed to perform in-situ hydrogen charging of samples
in the FIB-SEM-SIMS instrument. With the case studies, we introduce the design, capabilities
and challenges of the in-situ charging holder and the FIB-SEM-SIMS instrument in SIMS
based correlative microscopy to directly visualize hydrogen-metal interactions with nanoscale
lateral resolution.
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Introduction

In a climate-neutral global energy system, fossil fuels could be replaced by green hydrogen and
hydrogen derivatives produced in regions with favorable conditions for renewable energy [1].
The Earth's sunbelt is one of the most promising regions in this context due to the enormous
potential for solar energy and the availability of unused land [2].
However, electrochemical hydrogen production using solar energy is a challenge. With photo-
voltaics (PV), it is possible to provide electricity at attractive prices, but only during the day
and with fluctuations. Since electricity storage with batteries is too expensive to ensure a con-
tinuous power supply, an electrolysis system powered exclusively by PV operates with rela-
tively low full-load hours and also requires electricity for standby operation. This leads to lower
system efficiency and increases the cost of the hydrogen produced.

This work therefore proposes combining photovoltaics with concentrated solar power
(CSP) and thermal energy storage (TES) to operate an electrochemical hydrogen production
plant. In this concept, the PV system generates electricity depending on the momentary solar
radiation. In the CSP plant, a working fluid (molten salt) is heated in a receiver at the top of a
solar tower and stored in a hot storage tank. From there, hot molten salt can be extracted as
needed to transfer heat to a steam cycle that drives a steam turbine connected to a generator.

Thereby, the CSP electricity production can be adapted to the demand [3] and, together
with photovoltaics, a very continuous power supply can be achieved. Such a CSP/PV hybrid
power plant has further synergies: PV electricity can cover the CSP auxiliary power consump-
tion and excess PV electricity can also be stored as thermal energy. If such hybrid solar energy
systems are to be used for electrochemical hydrogen production, they offer a wide variety of
operating modes and system configurations. Previous work has focused on the techno-eco-
nomic evaluation of CSP/PV systems based on existing plant designs. The studies did not in-
clude a detailed energy system analysis of CSP/PV and electrolyzer combinations [4, 5].
The search for the best configuration that leads to the lowest levelized cost of hydrogen
(LCOH) is a complex optimization problem that is addressed in this work. Therefore, a techno-
economic energy system and optimization model is developed. This model includes an opera-
tional strategy and is able to determine the ideal scaling of the individual process units. The
study shows that a combination of PV and CSP is a promising concept for large-scale solar
hydrogen production that can lead to lower hydrogen production costs than using either tech-
nology alone. The advantages of these CSP/PV hybrid systems become particularly clear when
a continuous supply of hydrogen is beneficial, for example when hydrogen production is cou-
pled with a hydrogen liquefaction process or synthetic fuel production.

* Corresponding author: andreas.rosenstiel@dlr.de
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In order to determine the cost-optimized design of a CSP/PV powered stand-alone electro-
chemical hydrogen production plant, we developed an energy system model, which is illus-
trated in Figure 1. In the CSP plant, so-called heliostats concentrate the solar radiation on a
receiver at the top of a solar tower and thereby heat a working fluid (molten salt), which is
stored in a hot storage tank. From there, the hot molten salt can be extracted as required to
transfer the heat to a steam cycle that drives a steam turbine connected to a generator. An
alkaline (AEL) electrolyzer system can now be operated with the electricity generated in the
steam cycle and in the PV system. If there is a surplus of PV electricity, this electricity can be
supplied to an electric heater to heat the molten salt which is then also stored in the thermal
energy storage. We have implemented an operational strategy algorithm for the optimal inter-
action between PV, CSP and the AEL electrolysis system. The operating strategy includes the
utilization of the PV electricity surplus in a cascade that first covers the auxiliary consumption
of all processes and only stores the remaining surplus electricity as heat. By incorporating
techno-economic data, the model is able to determine cost-optimal system designs based on a
global optimization algorithm. Figure 1 shows the six optimization variables considered for
plant design. Each optimization variable is a characteristic design variable for one of the pro-
cess units. The nominal receiver power Pcsprec IS the design variable of the CSP part. This
parameter represents the concentrated solar power that reaches the receiver at a DNI of 900
W/mZ. Other design variables are: the PV peak power (Ppv peak), the nominal power of the AEL
system PaeL, the nominal power of the steam turbine Ptum, the nominal power of the electric
heater Preaterel and the capacity of the thermal energy storage Ctes. The general approach to
optimizing the power plant design is to minimize the levelized cost of hydrogen (LCOH) as a
function of these six optimization variables:

Methodology

MIN(LCOH) = f(P CSP,Rec’ PPV,Peak' PAELr PTurb' CTES! PHeater,el) (1)
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Figure 1. Schematic of the proposed stand-alone solar hydrogen production plant. An alkaline electrolyzer sys-
tem (AEL) powered by a CSP/PV hybrid power plant. The six variables for optimizing the plant are highlighted
in green[6].
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Figure 2 illustrates various possible operating modes for solar hydrogen production in a period
with good solar irradiation. PaeL is here the inlet power of the electrolyzer system. In addition,
the electricity supply from the photovoltaic system (Ppv), the electricity generated by the steam
turbine (Ptub) and the electricity supply to the electric heater (Peater.et) are shown. In the refer-
ence case, a system powered exclusively by PV (a), electrochemical hydrogen production is
only operated during the day. Due to the standby mode, hydrogen production starts immedi-
ately when the PV field supplies the minimum load of the elctrolyzer system. The techno-
economic optimization leads to an oversized PV system. This leads to higher full load hours
for the electrolyzer, but also to surplus electricity production. The second plot (b) is a CSP/PV
powered AEL plant with an oversized PV system, which leads to fluctuating hydrogen produc-
tion. At night, the electricity is supplied by the steam turbine. The electrolyzer system has a
higher rated output and is operated at its maximum load by the PV system during the day. In
the design of the third system (c) a constant hydrogen production was achieved by limiting the
maximum AEL system power to 150 MWe, a typical power output of a CSP tower system.

Discussion
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Figure 2. Comparison of different operating concepts for solar hydrogen systems for a day with good solar irra-
diation. (a) Exclusively PV-powered H, production; (b) CSP/PV-powered fluctuating H> production; (c)
CSP/PV-powered constant H, production [6].

Which of these operating modes and system configurations lead to the lowest LCOH strongly
depends on the cost assumptions used for the techno-economic optimization. If the investment
costs for PV are low compared to CSP, the PVV-dominated systems (a) and (b) may be the best
options. Decreasing costs for CSP lead to a more continuous operation of the electrolyzer as in
(c). In future work, a detailed sensitivity analysis will be carried out to investigate the influence
of the cost assumptions used and to identify the most important influencing factors. It is also
investigated how the coupling with other processes affects the results. For example, when hy-
drogen production is coupled with a synthetic fuel production process such as an e-methanol
plant. In this case, the synthesis process can be operated more economically with a continuous
supply of hydrogen, electricity and often also thermal energy, which favors a system of type c)
in Figure 2.
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Conclusions

In this study, we have developed an energy system model for an electrochemical hydrogen
production plant powered by a combination of PV and CSP. The energy system includes a
thermal energy storage system and an electric heater that can be used to store excess electricity
as heat. We have implemented an operational strategy algorithm for the optimal interaction of
PV, CSP and an alkaline (AEL) electrolyzer system. The operating strategy includes the utili-
zation of the PV electricity surplus in a cascade, which initially covers the auxiliary consump-
tion of the processes and only stores the remaining surplus as heat.

The plant optimizations carried out indicate that it may be advantageous to use such CSP/PV
hybrid systems with heat storage to operate electrochemical hydrogen production at locations
with high solar irradiation. Depending on the location and cost assumptions, this can lead to
more full load hours of the electrolyzer and lower costs for hydrogen compared to a system
powered solely by photovoltaics.

The advantages of these hybrid systems become particularly clear when hydrogen production
is coupled with other processes, such as hydrogen liquefaction for hydrogen transportation or
a fuel synthesis process, such as a methanol production plan. In this case, continuous hydrogen
production leads to lower investment costs for subsequent process steps, as over-scaling of
process equipment and the need for hydrogen storage is reduced. This effect will be investi-
gated in more detail in the following studies. In addition, the influence of cost assumptions will
be examined in a detailed sensitivity analysis and described with characteristic key parameters.
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Introduction

Renewable hydrogen is necessary for the decarbonization of sectors that are difficult to
electrify, such as industry and aviation, and as a storage medium for surplus electricity from
renewable sources [1]. The production of hydrogen on a fossil fuel basis has been the dominant
production method, but renewable hydrogen has gained considerable relevance in the energy
and climate policy debate in recent years. But so far, no significant amounts of renewable
hydrogen were produced, as the market ramp-up is still in an early stage [2, 3, 4]. To push the
emergence of a market, the European Union adopted a hydrogen strategy as part of the Fit-for-
55 package and detailed framework conditions are being created to promote a sustainable and
effective hydrogen economy [5]. The regulation of hydrogen in context of decarbonization is
particularly challenging due to its novelty and complexity [6]. Hydrogen-related issues have to
be integrated in the existing framework and new legislation has to be developed to fill in
regulatory gaps and provide a coherent approach to hydrogen. The task of developing a
coherent EU framework is complicated by varying regulatory needs and challenges for
renewable and low carbon hydrogen. Low carbon hydrogen can be produced by a variety of
production methods using different energy sources. These include the production of low carbon
hydrogen on the basis of natural gas with subsequent carbon capture and storage (CCS) and
carbon capture and utilization (CCU), but also the use of nuclear energy to power water
electrolysis. While low carbon hydrogen is not produced with renewable sources, its
greenhouse gas (GHG) emissions can be significantly lower than conventional fossil-based
production. Therefore, the use of low carbon hydrogen is considered by some actors as a way
of accelerating the market ramp-up by providing more hydrogen supply for offtakers and
paving the way for a renewable hydrogen economy.

While the development of infrastructure and market design are important topics that need to be
addressed on the regulatory level, the development of a framework for the production and
import of low carbon hydrogen that supports decarbonization and does not place renewable
hydrogen at a disadvantage is the center of this analysis. While the EU’s main objective is to
produce and import renewable hydrogen, low carbon hydrogen will also play a role, even if it’s
only during a transitional period to satisfy the demand that cannot be covered until more
capacities for renewable hydrogen are build. The central challenge is to guarantee that the
domestically produced and imported hydrogen, both renewable and low carbon, is contributing
to GHG emission savings and consequently contributes to the decarbonization, while
simultaneously providing enough hydrogen to satisfy demand and make the market ramp-up
in the European Union possible. With the adoption of the Commission Delegated Regulation
(EU) 2023/1184 of the second Renewable Energy Directive 2018/2001 (REDII) regarding
requirements for the production of renewable fuels of non-biological origin (RFNBOS), the
framework for renewable hydrogen is in an advanced phase. Yet, the regulatory framework for
low carbon hydrogen is still in development. As low carbon hydrogen production requires

* Corresponding author: bruch@pg.tu-darmstadt.de
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investments in fossil fuel technology, it carries the risk of creating fossil lock-ins or stranded
assets. Therefore, special consideration must be given to a regulatory framework that ensures
a positive contribution to achieve climate neutrality and the development of a level playing
field between renewable and low carbon hydrogen.

Methodology

In this context, the following analysis of the EU regulatory framework for low carbon hydrogen
will have three objectives:
e Outline the existing regulatory framework for low carbon hydrogen production and
imports
o Identify deficiencies of the existing regulatory framework in the form of regulatory
gaps and incoherencies

e Propose recommendations with regard to measures that could address those
deficiencies to develop a coherent regulatory framework

These three objectives will be addressed in each section of the analysis, focusing on different
elements of the regulatory framework. This will be done by a detailed examination of the
current EU legislation relevant for these different types of low carbon hydrogen, including the
most important directives, regulations, tertiary legislation, initiatives and acts still in the
legislative process.

In the second section, the current and future role of low carbon hydrogen is outlined and
compared to the EUs strategic approach towards hydrogen. In the third section, the detailed
provisions on definitions are outlined and the integration of low carbon hydrogen in the target
structure for hydrogen is examined. The fourth section covering detailed requirements of low
carbon hydrogen production will be structured around the different production methods,
namely gas-based production with CCS, gas-based production with CCU and production using
nuclear energy. This allows a nuanced view on the peculiar challenges of each production
method for the regulatory framework, especially in regards to guaranteeing GHG emission
reductions throughout the entire production cycle. As hydrogen imports into the EU will play
a significant role to secure supply in the future, the analysis of domestic low carbon hydrogen
production is followed by an assessment of the EU framework for hydrogen imports in the fifth
section. In the first subsection, the lacking strategic approach to low carbon hydrogen imports
is outlined and recommendations are formulated to integrate low carbon hydrogen in the
proposed Union strategy for imported and domestic hydrogen. The second subsection covers
the implication of the detailed requirements for domestic low carbon hydrogen production for
imported hydrogen and what matters to achieve a level playing field between domestic and
third-country producers. The third subsection then discusses, if the European Hydrogen Bank
can be a central initiative for a robust governance of low carbon hydrogen imports. In the
concluding section, a table summarizing the issues, deficits and recommendations is provided.

Discussion

The analysis outlined the need for a more comprehensive approach of the European Union
towards low carbon hydrogen. While the ultimate objective is the rapid development of a
renewable hydrogen economy, low carbon hydrogen is already being produced in the EU and
in third countries with the objective to be exported into the European Union. While key
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elements of the regulatory framework have been adopted or are in the legislative process,
regulatory gaps and incoherencies are still present.

Figure 1 illustrates factors to be considered in a regulatory framework for gas-based low carbon
hydrogen production. It covers the upstream, midstream and downstream emissions and which
respective legislation can be linked with the delegated acts of the Gas and Hydrogen Markets
Directive to guarantee the proposed 70% greenhouse gas emission savings.

The upstream emissions consist of methane leakages during gas production, as well as transport
and distribution of natural gas. These leakages will be covered under the Methane Regulation
after it passes the legislative process. The provisions set for leakages under the Methane
Regulation can then be linked to the central methodology for the calculation of GHG emission
savings required under the Gas and Hydrogen Markets Directive, that is also still in the
legislative process. Downstream emissions are mainly composed of CO2 leakages occurring
during transport and distribution of CO2, leakages of storage sites or re-emissions at the
lifetime end of products produced with captured carbon. CO2 transport and distribution, as well
as storage is covered under the CCS Directive and these provisions can be linked to the
methodology of the Gas and Hydrogen Markets Directive. But an EU framework for carbon
capture and utilization is not existent. As low carbon hydrogen production facilities transferring
the captured CO2 for use in other industrial processes or products are already operating, the
risk of re-emission is imminent, wherefore the lack of rules for CCU is a major regulatory gap
to be closed. While the proposed Carbon Removal Certification Regulation does not cover the
utilization of non-biogenic carbon, it can still be used as a blueprint to develop provisions for
carbon of fossil origin that is stored in products.

Icans: Flatican.cam

Figure 1: Proposal for a Regulatory Framework of Gas-Based Low Carbon Hydrogen Production

While nuclear-based hydrogen also falls under the umbrella of low carbon hydrogen, the
energy sources and production methods differ significantly. Therefore, the regulatory
framework needs to be adjusted to the peculiar challenges of nuclear power and be coherent
with renewable hydrogen production to ensure a level playing field in the EU hydrogen market.
The requirements of additionality, temporal correlation and geographical correlation were
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introduced for renewable hydrogen production, but the introduction of similar requirements for
nuclear hydrogen production should be discussed to prevent negative impacts on the electricity
system and disadvantages for renewable hydrogen production. While the rules for temporal
and geographical correlation can be transferred to nuclear hydrogen production, additionality
needs to be adjusted to the properties of NPPs and nuclear electricity production. An
additionality rule imposing that only new capacities can be used for nuclear hydrogen
production is unfeasible, therefore the requirements should be adjusted to ensure the use of
nuclear power for hydrogen production has no negative impacts on electricity prices, electricity
supply for other sectors and does not trigger additional fossil electricity generation.
Furthermore, equal rules for the eligibility of financial support for installations generating
electricity for hydrogen production have to be developed.

In summary, the regulatory framework for gas-based low carbon hydrogen needs to be focused
on capturing all points in the production lifecycle where the GHG emissions reduction target
could be compromised. For nuclear-based hydrogen production, the challenges of the
regulatory framework consist of the prevention of disadvantages for renewable hydrogen
production.

Conclusions

While low carbon hydrogen is already produced in the European Union and different import
agreements have been signed, a strategic approach guaranteeing long-term emission reductions
and the prevention of fossil lock-ins is lacking. Still, a variety of policies relevant for low
carbon hydrogen is already in force or in the legislative process. Regulatory instruments in the
form of definitions and targets exist or are discussed in the ongoing legislative process. The
different legislative acts form a fragmented framework of low carbon hydrogen definitions with
varying eligibility for EU targets depending on the sector.

The proposed Gas and Hydrogen Markets Directive has the potential to align the fragmented
framework as the central legislation for low carbon hydrogen and ensure long-term impacts on
greenhouse gas emission reductions. The proposal sets up the requirement of a 70% greenhouse
gas (GHG) emission savings threshold to be achieved during the production. To achieve
comprehensive impacts on decarbonization, it is recommended that the forthcoming
methodology for the calculation of emission savings should include upstream, midstream and
downstream emissions and take into account differences of the production methods. The
integration of lifecycle emissions into the regulatory framework can be realized by linking
existing legislation with the requirements of low carbon hydrogen production. Nevertheless,
some factors are not covered by EU legislation and display regulatory gaps to be closed.

To ensure sufficient GHG emission reductions during the production of gas-based low carbon
hydrogen, it is recommended to cover upstream emissions (e.g. methane leakages) by linking
the provisions of the Methane Regulation to the requirements of low carbon hydrogen. In the
case of subsequent carbon capture and storage (CCS), the provisions set out in the CCS
Directive should be linked to the calculation of GHG emission reductions of low carbon
hydrogen to ensure permanent storage of CO2 with strict monitoring and reporting obligations
to prevent leakages. Major regulatory gaps are identified for carbon capture and utilization
(CCU), for example when captured carbon is being stored in products or used in industrial
processes. In this case, it is recommended to extend the regulatory framework to ensure carbon
utilization leads to emission mitigation instead of a temporal shift of emissions. While the
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proposed Carbon Removal Certification Framework does not cover non-biogenic CO2, it could
be used as a foundation for a CCU regulatory framework.

Low carbon hydrogen also includes the production of hydrogen using nuclear energy. It is
recommended to include upstream emissions from mining and processing of materials in the
calculation of GHG emission reductions. But more importantly, the regulatory framework
needs to be adjusted to the peculiar challenges of nuclear power and be coherent with
renewably hydrogen production to ensure a level playing field in the EU hydrogen market. The
requirements of additionality, temporal correlation and geographical correlation were
introduced for renewable hydrogen production and the development of similar requirements
that prevent negative impacts of nuclear hydrogen production on the electricity system and
disadvantages for renewable hydrogen production should be discussed. While the rules for
temporal and geographical correlation can be transferred, additionality needs to be adjusted to
the properties of nuclear electricity production. An additionality rule imposing that only new
capacities can be used for nuclear hydrogen production is unfeasible, therefore the
requirements should be adjusted to ensure the use of nuclear power for hydrogen production
has no negative impacts on electricity prices, electricity supply for other sectors and does not
trigger additional fossil electricity generation. Furthermore, equal rules for the eligibility of
financial support for installations generating electricity for hydrogen production have to be
developed.

As low carbon hydrogen will be imported from third-countries into the European Union, it is
recommended to introduce a strategic approach and measures to safeguard similar standards
that ensure actual GHG emission reductions are achieved. Complementary to the Carbon
Border Adjustment Mechanism, the European Hydrogen Bank has the potential to be the
central institution to lay down a strategic approach to low carbon hydrogen imports, manage
the approval of certification schemes and monitor compliance with the detailed requirements.
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Introduction

For the production of green hydrogen, a two-step thermochemical reduction-oxidation
(redox) cycle can be implemented in a solar power plant. Therein, solar radiation is
concentrated by a heliostat field onto the receiver-reactor on top of a solar tower in order to
provide high temperature heat for a thermochemical reaction. In the first endothermic step
of the cycle, a redox material (e.g. CeQ») is reduced at high temperatures (T4 = 1400 °C)
and low oxygen partial pressures (po, < 10 mbar). In the second exothermic step the
reduced redox material is cooled down (T,, < 1000 °C) and brought into contact with an
oxidizer (H20 / COy), producing H> / CO and returning to its initial oxidized state. This
cyclic process presents a sustainable production pathway for green hydrogen or syngas for
various applications.

The state-of-the-art receiver-reactor design consists of one reactor cavity with a windowed
aperture as an interface for concentrated solar radiation [1]. The redox material in form of
reticulated porous ceramic elements is assembled at the inner cavity walls, allowing a direct
irradiation. This reactor concept operates in batch mode, where the entire reactor needs to
be cycled between reduction and oxidation conditions (temperature and pressure swing).
The temperature increase between each oxidation and reduction step consumes a large
fraction of the solar energy input and thereby reducing the overall process efficiency [2].
In order to address amongst others this limitation and to obtain a more efficient H>/ CO
production, a novel receiver-reactor concept was proposed [3]. The main feature of the new
R2Mx design is the spatial and technical separation of the receiver-reactor for reduction
from the oxidation reactor (Figure 1). The redox material is mounted onto vertical transport
units, allowing it to be moved between the hot receiver-reactor cavity for reduction and the
colder oxidation reactor for re-oxidation and fuel production. This approach allows to have
a continuous on-sun operation, as the receiver-reactor does not need to be cooled down for
oxidation. Furthermore, the setup facilitates the incorporation of a heat recovery system
between the two reaction zones to further improve the process efficiency.

For the innovative R2Mx concept it is necessary to develop a new key component, the redox
material assembly (RMA). An RMA primarily consists of the structured redox material and
the thermal insulation towards the transport unit. The development of the RMA within the
technical boundary conditions given by the R2Mx design is the main goal of this work.

* Corresponding author: louis.thomas@dlr.de
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Figure 1: MW scale vision of the R2Mx concept featuring a separated Receiver-reactor cavity for reduction and
oxidation reactors for oxidation with several movable redox material assembly (RMA) units [3].

Methodology

For the optimization of the RMA a numerical model is being developed. The model
simulates the heat transfer, especially via thermal radiation, between the RMA and its
environment and within the RMA itself. Further simulation tasks include the modeling of
fluid dynamics and redox reactions during oxidation.

For the R2Mx design a proof-of-concept test rig is currently in development, featuring
separate reduction and oxidation reactors and a transport unit for moving the RMA. The test
rig will provide experimental data to validate and improve the numerical model, allowing
the development of an optimized RMA for solar thermochemical fuel production.

Discussion

The different boundary conditions and simulated characteristics represent the changing
reactor environments during cyclic operation between reduction and oxidation reactor
cavities. This allows to better understand and improve the design of the RMA and the redox
structure. The modeling approach and simulation results will be presented and discussed.

Conclusions

It is expected, that the numerical model will help to predict and assess the performance of
different RMA designs under cyclic operation. Based on these results, overall process
efficiency and solar thermochemical fuel production can be optimized by utilizing an
improved RMA design. Due to the early stage of the work no final conclusions will be
available.



H

2024 =

References

[1] S. Zoller, E. Koepf, D. Nizamian, M. Stephan, A. Patané, P. Haueter, M. Romero, J. Gonzélez-Aguilar, D.
Lieftink, E. d. Wit and Brendelberger, "A solar tower fuel plant for the thermochemical production of
kerosene from H20 and CO2," Joule, pp. 1606-1616, 2022, DOI: 10.1016/j.joule.2022.06.012.

[2] S. Zoller, E. Koepf, P. Roos and A. Steinfeld, "Heat Transfer Model of a 50 kW Solar Receiver—Reactor for
Thermochemical Redox Cycling Using Cerium Dioxide," Journal of Solar Energy Engineering, 2019,
DOI: 10.1115/1.4042059.

[3] S. Brendelberger, P. Holzemer-Zerhusen, E. Vega Puga, M. Roeb and C. Sattler, "Study of a new receiver-

reactor cavity system with multiple mobile redox units for solar thermochemical water splitting," Solar
Energy, pp. 118-128, 2022, DOI: 10.1016/j.solener.2022.02.013.



124 H

Development of a computational tool to assess the hydrogen
demand-supply ratio within a hydrogen valley environment

F. Del Mondo*!, D. Pivetta®
!Department of Engineering and Architecture, University of Trieste, Via Valerio 10, 34127 Trieste, Italy

Introduction

Hydrogen valleys are considered as regional ecosystems that link hydrogen production,
transportation, and various end uses such as mobility or industrial feedstock [1].

In the context of developing a large hydrogen economy, many barriers are identified across the
hydrogen value chain, starting from the availability of renewable sources to the hydrogen end-
use or distribution.

Several studies in literature [2]—[4] identify issues including policy and regulatory uncertainty,
technological and commercial risk, production costs, lack of infrastructure, distribution and
storage constraints, and lack of market structure. For example, authors in [2], found that the
Australia’s large production and cost-competitive green hydrogen will offer competitive
advantages over the other exporters but must increase the hydrogen demand through potential
strategic partnership in Europe nations. The development of hydrogen economy in Brazil in [3]
underline that the government should establish long-term policy framework aimed at the
increment of private investors, stimulating market demand, develop standards and regulations
to eliminate market expansion barriers, and enhancing support for research and development.
The study reported in [4] analyse the collected information by written questionnaires and
interviews of experts of almost all European countries. Based on the survey findings, the
recommended strategy for harnessing the potential of hydrogen involves a top-down approach.
In this approach, stakeholders, experts, academics, and industrial leaders play a crucial role in
communicating to decision-makers at local and national government levels the potential of
hydrogen in the current and future energy landscape. This approach serves the dual purpose of
facilitating greater integration of variable renewable energy sources into the energy market and
reducing greenhouse gas emissions to enhance sustainable mobility.

A study reported in [5] highlights the uncertainties in matching of supply-demand coordination
that, a progressive implementation of hydrogen end-use applications, will require for hydrogen
production, storage, transportation, and distribution across multiple sectors.

The distribution and transportation of hydrogen pose challenges, with efficiency losses of
approximately 42% when converting it from a gas to a liquid form [6]. Additionally, the costs
for end users can range from 0.45 €/kg to 2.7 €/kg for gaseous hydrogen, depending on the
transported quantity and travel distance [7].

A large-scale hydrogen economy evaluated in [8] analyse the highway distribution network
among 15 production sites in Germany and the 9,683 refuelling stations planned for
development by 2050. In addition to the economic evaluation of the optimal hydrogen energy
carrier for transportation based on the covered distance during the transport phase, a twofold
per day increase in trucks on the roads is identified. The study raises concerns about the
suitability of German highway infrastructure highlighting the need to provide a dedicated
pipeline infrastructure.

*Corresponding author: federico.delmondo@dia.units.it
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The study presented in [9] explores various distribution methods, including pipelines and gas
or liquid truck delivery. Results shown that gas truck delivery is well-suited for small facilities
and limited demand, liquid delivery is optimal for transporting over long distances and for
moderate demand, while pipeline delivery is most efficient in densely populated areas with
high hydrogen demand. According to Yang and Ogden [9], the selection of the most
economical supply method will be determined by the unique geographical and market
attributes, including factors like the number of demand centers, requested demand, and market
reach.

From the literature analysis, it is worth noticing that a hydrogen delivery network is essential
to match supply and demand, both within and outside a hydrogen valley, by considering
distribution area characteristics and end-user demand.

The North Adriatic Hydrogen Valley (NAHV) project, started in September 2023 and funded
also by the Horizon Europe scheme, is a transnational initiative encompassing the Friuli
Venezia Giulia region in Italy, Croatia and Slovenia. The project aims to developing 17 pilot
projects distributed across the three territories with the goal of an annual green hydrogen
production of at least 5000 tons per year [10]. Considering the presence of facilities of varying
sizes within the NAHV, a management system that consider the variability in hydrogen
production and consumption can play a crucial role in establishing a robust and optimized
distribution system.

The project aims to be a starting point for the development of a more extensive hydrogen
ecosystem in the three territories. In addition, potential import and export of hydrogen could
be consider in the future, thanks also to the strategic position of the three countries in Eastern
Europe and with the easy access to ship trade channels.

The establishment of hydrogen optimized distribution and supply system is essential to ensure
a suitable economic alignment between hydrogen suppliers and consumers. Even more, in a
long-term prospective, this will be necessary for considering the entering of other new
hydrogen suppliers and end-users and to allow the effective and viable development of a more
extensive hydrogen-based economy.

To contribute to this framework this work propose the development of an advanced
computational tool able to optimally manage the relationship between hydrogen supply and
demand, considering the available hydrogen production, distribution and use technologies and
their optimal integration in a hydrogen ecosystem.

Methodology

Fig. 1 represents a simplified schematic of the routes considered for the hydrogen exchange
within the NAHV. The squares identify the location of testbed while the arrows the exchange
of hydrogen between the facilities. Hydrogen is supposed to be transported both as liquefied or
gas form and also the development of dedicated pipeline is considered for hydrogen
distribution.

Legend:
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Figure 1: H;grogen exchange scheme within NAHV region.
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This study is based on the optimization tools previously developed in [11, 12] .These tools aim
at analysing the potential use of hydrogen for the decarbonization of industrial port areas.
Similarly, to industrial port areas, HV can be considered as complex systems where both
industry and mobility hydrogen demand are required. In these areas, a proper management
system of hydrogen incoming and outgoing flows is needed to assess the optimal distribution
for the different end users. The NAHV project encompass 17 pilot facilities distributed over
the macro-region each with its own characteristics as for example electrolyser and storage
capacity, and the quantities of hydrogen produced and/or consumed. A new version of model
[11, 12] is proposed here for conducting technical and economic assessments of the hydrogen
distribution network. A multi-objective approach is adopted through a Mixed-Integer Linear
Programming (MILP) algorithm to concurrently optimize techno-economic and environmental
objective functions.

A generic testbed can encompass hydrogen production, followed by its on-site utilization (or
distribution), or alternatively, hydrogen can be imported into the pilot facility for subsequent
utilization, as depicted in Fig. 2.
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Figure 2: Model encompassing all the possible iterations that can occur within a
testbed in the NAHV scenario.

In the schematic in Fig. 2, arrows of different colour identify the flows of H2 (blue lines),
electric power (green lines) and solar/wind power (yellow lines). Dashed lines mark the whole
system boundaries (black dashed lines), the H2/energy user (or distribution) units (blue dashed
lines), and the available renewable sources (yellow dashed lines).
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Describing Fig.2 from the top left corner the solar and wind energy resources at the chosen
pilot facility can be described by the Photo Voltaic (PV) power plant and Wind Turbines (WT),
respectively.

The energy flows for the electrolyser, when the testbed includes a hydrogen production facility,
are managed by a management system which provides energy to the electrolyser from two
sources: electric grid or from Renewable Energy Sources (RES) depending on its availability.
When there is a surplus of renewable energy production, the management system either stores
the excess energy in the battery, up to its storage capacity, or feeds it into the electric grid

In another scenario, the hydrogen is supposed to be imported into the testbed through a pipeline
or through a logistic hydrogen distribution network of trucks and ships.

The H2/energy user (or distribution) units (blue dashed lines) includes the hydrogen demand
for industries, the hydrogen demand for distribution and the hydrogen demand for transport
sector.

In case of hydrogen distribution, a possible gaseous to liquid transformation of hydrogen is
considered, while, in case of hydrogen utilization in transport sector a high-pressure storage or
a power electric generation via fuel cell is assessed. A generic NAHV testbed thus defined is
considered and a computational tool encompassing different hydrogen production scenarios,
storage and distribution type will be developed. The model aims to determine the technical and
economic aspects related to the distribution infrastructure within a hydrogen facility.

Discussion

A computational tool of a hydrogen pilot facility could allow a better use of available renewable
energy and reduce the effect of mismatching the supply and hydrogen demand as well as
considering the technical and economic aspects of hydrogen distribution.

Numerical models defining each sites of production, storage and use of hydrogen could be
integrated into a whole hydrogen valley plants management system interconnecting all pilot
facilities ensuring supply\demand digital infrastructure.

The modelling and optimization approach adopted in this study is well adaptable to other
hydrogen ecosystems with different sizes and geographical locations, making it a versatile
computational tool for addressing the specific characteristics of different regions.

Conclusions

The Hydrogen Valleys ecosystems often cover wide geographical areas, with hydrogen
produced in different hubs and either used on-site or distributed from production facilities.
The North Adriatic Hydrogen Valley (NAHV) project, started in September 2023, is a
transnational Hx valley encompassing the Friuli Venezia Giulia region in Italy, Croatia, and
Slovenia. The project's objective is to establish 17 pilot initiatives across these territories,
aiming to produce at least 5000 tons of green hydrogen annually.

Within the NAHV environment, the development of an optimized hydrogen distribution and
supply system is considered fundamental to achieve economic alignment between hydrogen
suppliers and consumers.

A generic testbed is modelled by using a Mixed-Integer Linear Programming (MILP)
algorithm system to provide the optimal match between hydrogen production (or supply) and
demand within the pilot facility. The testbed model, defined through its own value-chain
characteristic, is integrated inside a computational tool to assess the uncertainties in matching
of supply-demand and to evaluate the technical and economic aspects of hydrogen distribution.
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A computational tool including all hydrogen production, storage and use sites within a
hydrogen valley will be developed in future to allow the definition of a digital supply/demand
infrastructure.

An efficient design of the hydrogen distribution network not only leads to cost reduction but
also supports the overarching goal of reducing carbon emissions, aligning with the broader
sustainability objectives of the hydrogen industry.
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Introduction

Global hydrogen demand is continuously increasing, especially in sectors such as
transportation, steel manufacturing and minerals processing. With currently more than 95 %
of the hydrogen produced being “grey” hydrogen from mainly coal gasification or steam
methane reforming, producing “green” hydrogen from water electrolysis (WE) using
renewable electricity is a crucial step on the path towards carbon neutrality.[1], [2]

Alkaline electrolyte water electrolysis (AELWE) is the most mature electrolysis
technology and has been employed for hydrogen production for decades. However, due to
the long response time of the system, AELWE offers limited suitability for coupling with
intermittent renewable energy sources. Proton exchange membrane water electrolysis
(PEMWE) is a less mature but more advanced technology with better dynamic behaviour —
meeting the requirements for integration into a renewable energy system. Additional
advantages of PEMWE include higher current densities, more compact design, better
conversion efficiencies and hydrogen purity of up to 99.999 %.[1], [2]

The urgently required scale-up of PEMWE to gigawatt scale is limited by expensive
cell materials and thus high investment costs. State-of-the-art (S0A) PEM electrolysers use
perfluorosulphonated acid (PFSA) membranes paired with Pt/C and Ir/IrO; catalysts on the
cathode and anode, respectively. In an effort to reduce costs to < 2 €/kg Hy, research is put
into reducing the oxygen evolution reaction (OER) catalyst loading on the anode side while
maintaining long durability, good electrical conductivity, and thus, high hydrogen
production rates. Moreover, with current Ir loadings of 1-3 mg/cm?, the earth’s Ir availability
could be exceeded in the near future. Regarding membranes, the trend goes towards
developing thinner membrane materials or alternatives, such as sulphonated hydrocarbon-
based membranes, addressing environmental concerns about fluorine chemistry.[1], [2]

Methodology

In the course of this dissertation, a new generation of PEM electrolysis cells will be
developed and scaled into a 5 kW stack, with the goal of increasing lifetime and reducing
costs. This is approached by material benchmarking state-of-the-art PEMWE cell
components and gaining an in-depth understanding of degradation mechanisms. Material
characterisation will be done by polarisation curves, electrochemical impedance
spectroscopy (EIS), rotating disc electrode (RDE) and SEM imaging. Further analyses of
interactions between different cell components shall lead to identifying possible

* Corresponding author: suntinger@hycenta.at
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performance improvement areas and developing an optimised membrane electrode
assembly (MEA) and possible cell configurations.

The target area of improvement is set to reduce catalyst loading — catalyst-coated
membranes (CCM) from different manufacturing processes will be evaluated in a single-
cell test setup. Using alternative polymers, either based on hydrocarbon structure or a short
side chain (SSC), PFSA and low-iridium catalysts for the OER will be tested. The
optimised single-cell configuration is scaled up to a 5 kW stack with an efficiency of 70 %
and possible operation at an output pressure of up to 80 bar. A sophisticated testing plan for
long-term testing and accelerated stress tests (ASTs) based on Design of Experiment (DoE)
is developed and is applied for lifetime and state of health monitoring.

Discussion

In the PEM electrolysis cell, the overall reaction is split into two half-reactions: the
oxygen evolution reaction (OER) on the anode side (eq. 1) and the hydrogen evolution
reaction (HER) on the cathode side (eg. 2). The HER has fast reaction kinetics - SOA HER
Pt/C catalysts perform efficiently at loadings of 0.3 mg/cm? and, therefore, do not represent
a focus area of research emphasis. The OER reaction kinetics is substantially slower. The
cathode activation is the rate-determining step and a significant contributor to the activation
overpotential. Therefore, intensive research on OER catalysts is crucial to increase overall
performance and decrease costs. Providing both strength and stability, SoA OER catalysts
mostly use IrO; at loadings of 1-3 mg/cm?, accounting for approximately 8 % of overall
stack costs. Previously investigated low-iridium catalysts stabilised by support materials
such as carbides, nitrides, and transition metals, such as SrlrOs, show promising mass
activity but insufficient stability.[1], [3], [4]

Ir/Iro 1
anode H,0 % o+ 50+ 2¢” (eq. 1)
cathode 2H* + 20~ LS, (eq. 2)
1
total H0 > H, + 50, (eq. 3)

The solid electrolyte (membrane) separates the OER from the HER — protons from
decomposed water molecules at the anode migrate through the membrane to the cathode,
where they are reduced to hydrogen. Thinner membranes have lower ohmic losses and, thus,
are more efficient. However, with decreasing membrane thickness, hydrogen crossover
increases. Crossover provides a substantial safety risk and leads to the formation of peroxide
and free radicals. It creates a potentially explosive environment and damage delt by
peroxides and radicals could require replacing the whole stack prematurely resulting in
drastically higher overall system costs. PFSA membranes can be classified as long side
chain (LSC) and short side chain (SSC). SoA membranes are LSC, such as Nafion.
However, SSC provide the advantage of decreasing the polymer’s equivalent weight at the
same number of ion conducting units, resulting in a better ion exchange capacity. At the
same time, improved mechanical stability leads to less hydrogen crossover and overall
improved lifetime. A typical SSC PEM in fuel cells is Aquivion, showing improved
hydrogen crossover and even allowing operating temperatures above 90 °C. PFSA
membranes account for approximately 5 % of overall stack costs.[1], [2], [5]
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SoA PEM electrolysers operate at current densities of up to 3 A/cm? for an expected
ideal lifetime up to 100.000 h. Their short response time enables an integration into
intermittent renewable energy sources. However, intermittent energy supply accelerates
degradation, such as membrane thinning and dissolution of the OER catalyst. Ir loadings are
targeted to well below 1 mg/cm?, stressing again the need to develop mechanically stable
low-iridium catalysts. Conventional LSC PFSA membranes are prone to membrane thinning
and hydrogen crossover, proposing a substantial safety risk and driving up overall system
costs due to insufficient lifetime. Promising membrane types are SSC PFSA, which are less
prone to hydrogen crossover. To achieve the production cost target of < 2 €/kg Ho, it is
crucial to put research emphasis on reducing the OER catalyst loading and increasing overall
lifetime by improving the membrane.[1]-[5]

Conclusions
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Introduction

A hydrogen refueling station (HRS) is a complex unit consisting of various devices that interact
with each other and simultaneously have significant interactions with the external atmosphere
and environmental influences. The fundamental risks of HRS include burning, fire, explosion,
overpressure, temperature risk, hydrogen flow, and possible adverse effects on human health
from close contact or exposure. It must incorporate measurement techniques to lower the risk
of fire, explosion, deflagration, and pressure waves to a manageable level. Several regulations,
codes, and standards apply to the design, construction, and operation of hydrogen refueling
stations, constantly being updated, and revised as new technologies and practices emerge.
Overall, to enhance safety and ensure the proper application of the fueling protocol, several
technology solutions are necessary to monitor the total process status data of the HRS.
Statistical process control (SPC) is a set of statistical tools and techniques to monitor and
control industrial processes. A digital twin (DT) is one type of SPC that can improve process
efficiency, increase productivity, and improve quality control of industries[1, 2]. It can be
defined as a virtual dynamic representation of a physical space connected to it over the entire
lifecycle for bidirectional information and data exchange. The physical space automatically
transfers information to the virtual space during the whole process lifecycle. The virtual space
instead identifies the improvements, control demands, or predictions and sends them back the
data to the real space for improvements; data exchange is an automatic process. A digital twin
provides live or near real-time information to proactively improve, optimize, and transform the
process operation using emerging technologies like the Internet of Things (10T), Big Data, edge
computing, machine learning, and predictive analytics. In tackling the challenges of HRS, a
DT would be an appropriate solution to optimize and validate the process management of
hydrogen fueling stations. It will help with HRS real-time monitoring, leakage detection, future
condition prediction, optimization, indirect carbon emissions reductions, and maintenance.
HRS is the real space for this project, and the 10T, software simulation, data analytics, and data
cloud are the virtual space [3, 4]. Different types of sensors are deployed on the physical space
(HRS) for the various parameters for the comprehensive information, such as ambient
temperature, hydrogen fuel temperature, pressure, and vehicle tank fuel temperature. All the
information is sent to the virtual space through the data cloud to analyze the performance issues
and generate possible improvements in data, for instance, maintenance, leak detection, and
indirect carbon emissions reductions. Virtual space can give feedback data on the demand for
physical space. Digital twins for hydrogen refueling stations are shown in Figure 1.

This analytical overview is the initial study in developing the digital sensors twin for the
hydrogen refueling station. The research includes a comprehensive analysis of the current
literature, refueling protocol, standards, mathematical model, simulation model, and trends in
digital twins and H> technologies. Furthermore, this study has explored the various HRS
attributes, such as leakage, temperature, pressure, and hydrogen flow, and identified different
use cases of the hydrogen fuel station to build a digital sensor twin. Various real gas equations,
such as the Van der Waals and Able-Noble equation of state (EOS), are applied to analyze the
key factors and parameters affecting hydrogen and the MATLAB simulation model to validate

* Corresponding author: Raduan.Sarif@bam.de
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the key elements and parameters. This study also focuses on identifying and addressing
research gaps in hydrogen technology, contributing to advancing hydrogen infrastructure, and
supporting the global transition to cleaner energy solutions. The many forms of analytical
questions that will emerge from this research are as follows:

e How can digital twin technology be an effective solution for hydrogen refueling stations

(HRS) to enhance safety, efficiency, and overall operation?
e What is the appropriate gas equation to analyze the H in a refueling station?
e What would be the optimal use case for the DT?
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Figure 1: Digital sensor twin for hydrogen applications.
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Methodology

Based on the standards SAE J2601 [5] and ISO 19880-1:2020 [6], the Fueling protocol process
limits for light-duty vehicle dispensing systems. During the fueling process, the dispensing
system shall meet the following fueling protocol limits or terminate the fueling within 5
seconds. There are some selected use cases, and their protocol limits are discussed below in
Table 1.

Table 1: Selected use case for the digital twin.

Sensor's name Criteria Fuelling limits
Temperature | 1. Ambient temperature | Ambient temperature/ | -40 °C< tamp <50 °C
sensor environmental
temperature of the
operation
2. Pressure Sensor (p1) The dispenser fuel | 70 MPa < p1 <87.5 MPa
pressure

3. Pressure Sensor (p2) Vehicle tank starting | <0.5 MPa < p2 < 35MPa

Pressure o
pressure monitoring

4. Pressure Sensor (ps) Vehicle tank starting | <0.5 MPa <p3 <70 MPa
pressure monitoring

Temperature | 5. Temperature sensor (t1) | Fuel delivery | -40°C <ty <-17.5°C
temperature (at the
dispenser breakaway)

6. Temperature sensor (t2) | Vehicles Compressed | t2< 85 °C
Hydrogen Storages

System (CHSS)
Temperature

Gas flow 7. Flow meter (qH2) Fuel flow rate (mass | qu2 < 60 g/s
flow rate)

Analyzing hydrogen flow and its thermodynamic behavior is essential for validating simulation
models and ensuring compliance with H. fueling standards. The laws of thermodynamics
dictate that as hydrogen gas is compressed, it gains thermal energy and warms up, and
conversely, it cools down upon release. The significant feature of compressed hydrogen is that
it is stored as energy; therefore, instead of being an ideal gas, hydrogen must be handled as a
real gas. The following is the VVan der Waals [7] is considered more applied for the real gas in
equation (1):

(p+a(§)2> (V-nb) = nRT 1)

Where pressure p / Pa, molar amount n / mol, volume V / m3, temperature T / K, and the vdW-
parameters a / bar-L2/mol? and b/ L/mol

These alternative equations often account for complexities that the vdW equation doesn't fully
address, especially at extreme conditions or for specific gases. Examples Noble-Abel, 1. A.
Johnston [8] published 2005 the Able-Noble equation; this equation is used for real-gas
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considerations in hydrogen technologies, e. g. D. Molkov [9, 10]. These equations are crucial
in accurately predicting and analyzing hydrogen behavior in different scenarios, aiding
advancements in hydrogen-related technologies and applications. The Noble-Abel equation of
state has already been defined in the introduction as (2):

p = ZpRy, 2

Where p is the gas pressure in Pa, Rx2 is the specific hydrogen gas constant = 4124.3kg]—K
Z the compressibility factor, Z is calculated with equation (3)

1 ©)

- 1-bp
Where b is the co-volume 7.69 - 10°3 m3/kg [10].

Discussion

Different major thermodynamic events cause a fast temperature to rise during filling. Figure 2
(a & b) shows the temperature and the pressure range; Figure 3 (a & b) shows an operating
window for the dispensing unit and CHSS based on the vDW.
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Figure 4: Results from the MATLAB simulation.

According to the VVan der Waals equation, the 2a for dispensing unit temperature ranges from
233.15 K to 256.15 K; the computed maximum pressure is 884.71 bar, whereas ISO and SAE
require 875 bar. Likewise, the highest estimated temperature is 257.60 K, whereas the pressure
range was between 700 and 875 bars. The estimated minimal temperature was substantially
less than the ISO and SAE standards (233.15 K). Besides in 2b, the predicted maximum
pressure for the 350 bar light cars was 375.5 bar, with the selected temperature range of 233.15
Kto 358.15 K. Nevertheless, the highest temperature calculated output was 333.43 K, although
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it is advised that it be 358.15 K; the pressure range was chosen to be 5 bars to 350 bars. In
Figure 5, the hydrogen fueling process in the CHSS MATLAB simulation, the initial pressure
was 100 bar, which significantly increased to 745 bar post-fueling. The temperature during this
process peaked at 341.75 K. The mass flow rate of hydrogen varied from 35 g/s to 18 g/s during
the fueling, with a notable decrease as the pressure increased. The total amount of hydrogen
fueled amounted to approximately 5.5 kg. This research demonstrates temperature and pressure
analysis based on vDW for H: as real gas, where for vDW and MATLAB simulation, CHSS
pressure was considered 350 bar and 700 bar. Although this estimation is not optimal for
hydrogen fueling stations; for more appropriate results in the future, this study will use the
Abole Nobel equation by considering molecular size, shape, and intermolecular forces. Above
all, the graphical visualization and the vDW and MATLAB simulation yield similar results for
temperature and pressure rising, which could be an optimal use case for the digital twin.

Conclusions

In summary, this analytical study initiates the development of a digital twin of hydrogen fueling
station. The existing literature, refueling protocols, and mathematical and simulation models
were thoroughly analyzed to accomplish these studies. Real gas equations like the Van der
Waals equations were employed to analyze hydrogen behavior and investigate critical factors
and parameters. The MATLAB simulation model was used to validate these essential
parameters. This study has focused on current knowledge and the research gaps within
hydrogen technology for further advancements in hydrogen infrastructure. Further analysis will
apply the Abel-Noble alternative real gas equation to analyze hydrogen-associated parameters
precisely. These parameters will be subsequently validated through MATLAB simulations
based on P&ID. Overall, this project aims to assist in the creation of a robust and reliable digital
twin for hydrogen applications, promoting the widespread adoption of hydrogen fuel as a
sustainable alternative energy.
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Introduction

Despite global warming becoming a central topic for the scientific community, the persistent
massive use of fossil fuels for power generation leaves room for uncertainty regarding the
future energy policies of nations. However, the interest in using hydrogen as an energy
carrier is increasing, paving the way for future scenarios in which it could play a significant
role in daily life. Nevertheless, decarbonization objectives leave no room for fossil fuels,
thus making the production of hydrogen from renewable energy sources (green hydrogen)
the only conceivable solution. In particular, alkaline electrolysis is the prevailing technology
for green hydrogen production due to its maturity.
Several models for simulating the operation of alkaline electrolyzers are available in the
literature [1]-[4]. However, these models do not take into account that the performance of
real electrolyzers can be compromised by malfunctions and failures. Until now, the
industrial use of alkaline electrolyzers has been limited to stationary applications (e.g.,
chemical industry and jewelry production). However, today, the energy and industrial
landscape are undergoing a radical transformation due to a massive integration of renewable
energy sources. This results in a significant variation in the operating conditions of alkaline
electrolyzers, making them more susceptible to fluctuations, transient operation, shutdowns,
and, consequently, degradation and reduced lifespan. For these reasons, companies like
McPhy Energy [5], which co-funds this doctoral project, shifted their focus towards the
dynamic modeling of electrolyzers that will enable more reliable monitoring of electrolyzer
performance to optimize their efficiency and lifespan.
The main objectives of this study are:

e Development of a transient model for an electrolyzer of interest.

e The development of a fault detection and identification algorithm based on the

developed model.
e The application of the diagnostic tool to real case applications.

Methodology

This research project started with the Matlab modeling of a 3MW alkaline electrolyzer,
using the study by Sakas et al. [6] as a reference. However, in this model, an ON-OFF
temperature control to prevent overheating of the stack, and an ON-OFF liquid level control
to prevent excessive filling or emptying of gas-liquid separators were integrated. In Fig.1
there is a schematic representation of the model [7].

This model, similar to those found in the literature, simulates the ideal behavior of an
alkaline electrolyzer. However, real electrolyzers, like any complex technological system,
are liable to failures and malfunctions that necessitate corrective actions by operators. For

* Corresponding author: valeria.pignataro@phd.unipi.it
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Figure 1: Alkaline water electrolyzer plant process diagram [7].

this reason, the above-mentioned model will be scaled and adapted by considering a McPhy
Piel H-15 Hydrogen Generator. The main characteristics of this electrolyzer are provided in
Table 1.

The stack modeling will be implemented using the MATLAB/Simulink software [8], and
the curve fitting of the parameters of the electrochemical model will be done according to
[1]. Subsequently, the dynamic modeling of the electrolyzer will be carried out in
MATLAB/Simscape using parameters from a real device. Finally, the model will be
validated against measured data.

Pressure Hydrogen Oxygen production Nominal power
[bar] production nominal nominal flowrate [kW]
flowrate [Nm3/h] [Nm®/h]
8 10 5 60

Table 1: McPhy Piel H-15 Hydrogen Generator operating parameters.

In Fig.2 and Fig.3 a draft of the stack model and electrolyzer model, respectively, is done.
At the end of the modeling phase, the validated model will serve as a basis for the application
of machine learning principles to detect and identify potential faults of a real machine. To
this purpose, data collected from the electrolyzer sensors will be used to train machine
learning models, such as artificial neural networks and regression algorithms, to identify
patterns associated with faults.

Once “instructed”, these models can be used for real-time monitoring of the electrolyzer
performance.

Expected results

The aim of this study is to obtain a dynamic model that accurately simulates the behavior of
an alkaline electrolyzer. Initially, the modeling will be conducted using a McPhy Piel H-15
machine as a reference, and subsequently, the model will be adaptable to different-sized
machines.

Furthermore, the application of machine learning models for the analysis and interpretation
of data collected from alkaline electrolyzers will offer a promising solution to enhance
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prediction accuracy and strengthen the performance monitoring of alkaline electrolyzers,
enabling timely corrective maintenance, and, thus, ensuring extended durability and
reliability of the electrolyzer.
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Figure 2: MATLAB/Simulink stack model.
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Introduction

Electrochemical hydrogen compressors (EHC) have the potential to overcome current drawbacks of
established mechanical compression technologies regarding noise, vibrations, gas quality and energy de-
mand for low input pressures [4, 10]. Nevertheless, significant hydrogen back-permeation at elevated
pressure gradients and uneven humidification of the membrane remain major challenges reducing the
overall efficiency of the EHC [3, 9] This research aims to define appropriate operating conditions for
electrochemical compressors and separators by means of 0D-electrochemical and computational fluid dy-
namics (CFD) simulations. In addition, the simulation results will be validated via extensive testing on
a developed single-cell and short-stack testbench. Various materials (membranes, gas diffusion layers,
catalysts) and cell designs shall be investigated to tackle current limitations of the technology [1, 6]. The
main advantages and drawbacks of the technology are summarized in Table 1.

Table 1: Advantages and drawbacks of EHC-technology from current perspective [1, 2, 5, 6, 7, 10]

Advantages

Drawbacks

Noise and vibration-free operation, enables hydro-
gen refueling stations in populous urban areas

Simple structure and generally low maintenance
efforts compared to mechanical compressors

No lubricants required and no risk of correspond-
ing impurities entering the product gas

High efficiencies and less required stages for low
input pressures (< 3 kWh/kg for compression from
1 to 100 bar)

Modular and flexible technology, can be stepwise
extended starting with a small system until reach-
ing the final design throughput

Possible purification of gas mixtures or hydrogen
transported in repurposed natural gas grid

Manufacturing and research synergies with elec-
trolysers and fuel cells

TRL for industrial scale systems is generally low
(5-7)

Significant back-permeation of hydrogen at high
differential pressures

No educt or product water and hence critical water
management to ensure a durable & efficient oper-
ation

Low efficiencies (> 6 kWh/kg) in unsuitable oper-
ating ranges (low humidity, high current densities)

Due to low current densities for high efficiencies,
big footprints and high number of stacks required
for high throughput

Sensitive to specific critical impurities in gas mix-

tures (CO,CO2, HyS, HCI)

Current costs for high flow rates due to high mem-
brane costs generally high

*Corresponding author: richter@hycenta.at
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Methodology

This work covers the entire development process of an electrochemical hydrogen compressor. A 0D-
thermodynamical simulation model was built up to perform a general benchmarking of the technology
and investigate cell overvoltage shares. By carrying out 3D-CFD simulations of the anode of the cell,
special focus is set on the humidification and water management of the cell. The boundary conditions
(BC) for the 3D-CFD-model implemented in ANSYS Fluent are illustrated in Figure 1.

M, T;
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S Ben) R 1000

- Membrane
Detail A
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. Energy Phase change v
mHZ,EC <j ; GDL Support Current
i ':> - sintered  structure - feeder
Hy,perm —- Ti Ti mesh
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My, 0,4if f |:> Energy Cell Resistance |
n
= Poue = 1 bar

Figure 1: Boundary conditions for 3D-CFD-model of EHC-anode

The cell layers, material data and geometries are identical to the single-cell prototype with a circular
active area of 20 cm?, shown in Figure 2a. Hyperstochiometric saturated hydrogen is supplied at the
anode inlet and distributed over the active area via expanded Ti meshes, a sintered Ti gas diffusion
layer (GDL) and a carbon based microporous layer (MPL). The membrane electrode assembly (MEA)
comprises Nafion®117 with a symmetric coating of 0.55 mg Pt /cm?. The relevant mass flows through
the membrane including protonic transport 7, gc, Ha back-permeation mg, perm, electroosmotic drag
mu,0,0p and HaO back-diffusion 7 g, 0,4if ¢ are implemented via sources and sinks in the catalyst layer
of the model. Due to the high pressure and oversaturated conditions on the cathode side, liquid water is
present there and a water content of the MEA Ay of 22 is assumed acc. to [11]. If the MEA is in contact
with saturated gas, the maximum value corresponds to 14. The influences of operating temperature and
stochiometric ratio on cell voltage Uy, water content of the MEA | faraday efficiency nr and isothermic
efficiency np are investigated by a variation of T}, between 60 and 90 °C' and the stochiometric ratio A
between 1.5 and 20. Faraday and isothermic efficiency for the EHC are defined acc. to Equation 1 and
Equation 2, respectively.

hH2’nEt hH?YEC — ﬁH?yPE’I‘m
T Rmpe ¥ 1)
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_ Wideal nHQ,netRTln . )
e = Ueen(2F. 2)
Wactual cell ( NH, ,EC)

In addition to the theoretical assessment, the single-cell prototype will be tested on the developed
testbench shown in Figure 2b. On the anode supply side, hydrogen is humidified in a heated bubbler
before entering the cell. Humidity, pressure and temperature of the anode inlet and outlet are measured.
The anode outlet gas is further passing a condensate filter and silica gel before entering the vent line.
On the high-pressure side, the desired output pressure is set via a back-pressure regulator. The com-
pressed hydrogen flow is measured downstream at atmospheric pressure. The testbench further features
a connection to the existing gas analysis laboratory at the facilities of HyCentA. With the available mass-
spectrometry (MS) and the Fourier-transform infrared spectroscopy (FTIR), a comprehensive impurity
analysis with detection limits of single-digit ppb-values is applicable. This is of major importance for the
scheduled test runs with mixed gases (including No, C Hy and natural gas).
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Figure 2: EHC single-cell prototype (a) and testbed for single-cell and short stack testing (b)

Discussion

The obtained results of the 3D-CFD simulations are discussed in the following. In Figure 3a, the
required stochiometric ratio for a complete humidification of the membrane is depicted for various tem-
peratures, considering an electroosmotic drag coefficient of 0.9 [9]. At atmospheric pressure, A of 0.7 to
13 are required to absorb sufficient water in the humidified gas stream. At common output pressures
of electrolysers >30 bar, A of 80—480 would be required if the humidification is exclusively realised via
the input gas stream. At higher temperatures, a significantly higher amount of water can be transported
into the cell leading to a higher water content of the membrane, compare Figure 3b. Nevertheless, at
T=90°C' and A\=1.5, some parts of the anode side suffer from hydrogen depletion resulting in a lower
water absorption capacity. This leads to an oversaturation and condensation of the water vapor at the
edges of the active area.

Insufficient humidification at lower A and 7" results in high cell voltages, shown in Figure 4. Especially
below 70°C, the voltage increases disproportionately with higher current densities >0.3 A/cm? and lower
A. In contrast, the voltage increase is relatively independent from A for 7=80—90°C'. The resulting
voltages at higher current densities are generally very high in relation to the theoretically required Nernst
voltages. Dehumidification, poor electrical conductivity or too thick membranes are the dominant factors
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Figure 3: Required stochiometric ratios A for electroosmotic drag at i = 0.66 A/cm? (a) and anodic water
content of MEA for compression of 1 to 100 bar at 7' = 60°C and T' = 90°C and different .
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Figure 4: Simulation results for cell voltages for a compression ratio 7=100 over current density i as
function of gas temperature T and stochiometric ratio A. The relative voltages compared to a compression
ratio =50 are depicted on the secondary y-axis.

for these overvoltages. However, the results are comparable to the experimental results in literature [8].

In Figure 5, the corresponding isothermic efficiencies are plotted for a compression of 1 to 100 bar
(7=100) and related to a compression to 50 bar (7=50). The dashed vertical line at 0.16 A /cm? separates
the areas where the back-diffusion coefficient D or the membrane resistance R are the dominant factors for
the EHC-performance. In the very low range, the back-diffusion, illustrated in Figure 6a, is dominating for
high temperatures and thus the efficiency for a compression to 100 bar drops to 50—85% of a compression
to 50 bar. Nevertheless, over 0.4 A /cm? the performance of a compression to 100 bar is superior, regardless
of temperature or stochiometric ratio. The occurring membrane resistance could be reduced by thinner
membranes, as long as they withstand the targeted pressure difference, and an improved humidification.
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Figure 5: Simulated isothermic efficiencies for a compression ratio 7=100 and relative values compared
to m=>50 as function of gas temperature 1" and stochiometric ratio \.
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Figure 6: Calculated faraday efficiencies as function of gas temperature T' and compression ratio 7 (a).
The resulting required number of EHC stacks for compression of ryg,= 1000 kg/d depending on active
area, current density ¢ and number of cells per stack are shown in (b).

Compared to electrolysis cells and fuel cells, the achievable efficiencies drop even more with increasing
current densities due to the one order of magnitude lower Nernst voltage of the EHC. Consequently, EHC
cells should be operated at low current densities or high efforts have to be made to significantly reduce
inner cell resistances for higher current density operations.

Sdanghi et al. found out that electrochemical compressors are already very cost competitive at low flow
rates and low-pressure applications up to 100 bar with investment costs of <1700 $/(kg/d) compared
to 2300 $/(kg/d) for mechanical compressors [10]. However, for higher flow rates the current density
limitations for an efficient operation lead to a high number of stacks and thus high investment costs. In
Figure 6b, the required number of EHC-stacks for compressing 1000 kg Hs/d is shown as function of
the active area, the number of cells per stack and the current density . With an active area of 0.28 m?
(d = 60 cm), 25 cells per stack and 0.2 A/cm? 88 stacks are required. The resulting energy demand for
a compression from 1 to 100 bar amounts to 3 kWh/kg. Increasing the current density of these stacks to
0.5 A/cm? leads to a reduction to 33 stacks, but an energy demand increase to roughly 7.5 kWh/kg.

Conclusions

A broad roll-out of the electrochemical hydrogen compression technology requires addressing numerous
research questions. Based on the conducted technology evaluation via 3D-CFD-simulations, literature
research and initial proof-of-concept tests with the single-cell prototype, the following research priorities
are derived. These tasks will be tackled within the progression of the research projects.

e Investigation of suitable anode flow-field designs in order to enable a homogeneous humidification
of the membrane (defined flow-fields vs. expanded metal mesh).

e Applicable humidification concepts for different input pressures including exclusive humidification
via humidified input gas stream and direct injection of liquid water.

e Development of advanced membranes for EHC-applications to enhance the water retention and
lower the diffusivity for reduced hydrogen back-permeation. Further, thinner but durable mem-
branes are beneficial to reduce the ohmic resistance of the cell and improve overall efficiencies.

e Coating of cell components (GDL, MPL, bipolar plates) with highly conductive materials (e.g. TiN)
and reduction of individual component layers to minimize contact areas and resistances.

e Reduce Pt-content and hence costs and environmental footprint, without significantly affecting the
overall performance.
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Suitable selection of catalysts for purification purposes with similar performance to Pt but lower
vulnerability to sulphuric and chloride compounds as well as CO.

Identification of beneficial operating modes to enable a long-term durability of the MEAs and
achieve high compression and purification efficiencies.

Better understanding of the transport mechanisms within the cell by means of single-cell tests with
electrochemical impedance spectroscopy (EIS)-measurements and segmented cell testing devices.
The segmented cell measurement enables detections of local gas starvation phenomena and thus
high occurring voltages. These high voltages may lead to carbon corrosion effects.

Development of multi-stage design, durable sealing solutions and operation concept for high-pressure
operation of several hundred bars.

Techno-economic and environmental assessment of most promising EHC application scenarios.
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Introduction

In 2019, the European Commission presented a road map to make Europe the first climate-
neutral continent by 2050. To comply with this constraint, the transition toward low/zero-
carbon fuels is necessary[1]. Great attention is given to the hydrogen that plays a key role
in sectors that are hard to decarbonize such as heavy industry, shipping, aviation and heavy
transport sectors. Hydrogen is a very versatile gas because it can store large volumes of
energy for a long time and work with the electricity grid to cope with the intermittence of
renewable energy sources such as wind and solar. However, this energy carrier must be
produced. The Hz production methods, based on fossil fuels, are economically advantageous
thanks to scale economies and reasonable fossil fuel prices, but they cause tons of CO>
emissions. On the other hand, water electrolysis technology (if powered by renewable
electricity) is considered the alternative solution to produce green hydrogen. Depending on
the electrolyte, the operating temperatures and pressures, different types of electrolyzers are
distinguished: the Anion Exchange Membrane Water Electrolyzers (AEMWE), the Alkaline
Water Electrolyzers (AWE), the Proton Exchange Membrane Water Electrolyzers
(PEMWE), the Solid Oxide Electrolyzers Cell (SOEC) and the Proton Conducting Ceramic
Electrolyzers (PCCEL). AEMWE is still in the early research and development stage. It
operates in an alkaline medium by allowing the use of low-cost transition metal catalysts.
AWE is widely employed in industry due to its commercial maturity, despite it works at low
current density and low operating temperature. PEMWE operates at low temperatures and
works at a high power density. It is used for small-scale applications. The SOEC technology
is the least mature. Currently, this electrolyzer is only demonstrated on a laboratory scale,
although some current demonstration projects have already reached 1 MW. SOEC operates
at higher temperatures that allow to improve the efficiency of the cell but cause premature
degradation of the stack. Finally, PCCEL is a novel technology that works at intermediate
operating temperatures with good efficiency [2]-[4]. In order to support the exploitation of
hydrogen production from the electrolysis process, it is important to analyze the economic
feasibility of these technologies. In this paper, an economic assessment of the AWE, the
PEMWE and the SOEC technologies is carried out by estimating the levelized cost of
hydrogen (LCOH) in different time scenarios (2023-2050).

Methodology

The evaluation of LCOH for the AWE, the PEMWE and the SOEC electrolyzers is carried
out by applying Eqg. 1, as suggested in ref. [5].

* Corresponding author: fabiana.romano001@studenti.uniparthenope.it
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LCOH = CRF - (CFC + Zg:_(} CO&M.n,annualized + Zrl\ll;tl Crep,t,annualized - Zg;(} ROZ,n,annualized) (1)

m Hj,annual

where CRF is the capital recovery factor expressed as a function of the real interest rate (1,.)
and the lifetime (N) of the electrolysis system. It is calculated as in the Eq. 2 [5].

.- +1)Y
CRF_ T( T)

T @41V -1 @

In this study, CRF, based on N and I, equal to 20 years and 1%, respectively, is 0.06. In Eq.
1 the terms Crc, Cogmnannuatized @A Crep t annuaiizea are the total fixed capital cost, the
annual present values of the operating and maintenance (O&M) costs and the annual present
values of the replacement costs, respectively. It is important to note that the annualization
of the replacement costs is carried out by assuming t as the years in which the replacement
of components is suggested. Moreover, Ry n annualized 1S the revenue obtained from selling
oxygen and the m y, 4nnuq 1S the annual hydrogen production. The total fixed capital cost
is the total cost of the system ready for the start-up. This means that, to estimate this cost, it
is needed to consider the capital expenditures (CAPEX) of electrolysis system and the other
costs related to all technical and engineering equipment such as equipment erection, piping,
instrumentation and control, electrical, civil, structures and buildings, lagging, paint,
materials, offsites, contingencies, design and engineering. Thus, Cr¢ is given as a function
of CAPEX and the other costs expressed as factors of the equipment costs. Taking into
account the estimation method of Sinnott and Towler [6], it is calculated as in Eq. 3.

Cpc = CAPEX - z cost factors 3)
As suggested in ref. [6], the total cost factors for this kind of technology can be assumed
equal to 6.8. To estimate CO&M,n,annuulizedv Crep,t,annualized and ROZ,n,annualized: the

following Eq. 4-6 are applied [5]:

Coam

CO&M,n,annualized = (1 +1 )n (4)

r
C

Crep,t,annualized = (1 -:9;7 )[ (5)

fo
Poz " Moy,

R 02 n,annualizea = aA+1 )nn Q)

r

Cogm» Crep: Doz and mg;, ,, are the annual O&M costs, the replacement costs, the specific

price of the sold oxygen and the annual amount of the produced oxygen, respectively. In
Table 1 are reported the parameters used to calculate these costs and revenues.

Table 1. Input data applied for the selected electrolyzers in the 2023-2050 scenarios.

Parameters Value Ref.
Time Scenario 2023 | 2050
O&M costs
Electrolyzer 3% of Cecly 3% of Cpcly [7]
BoP 3% of Cecly 3% of Cpcly [7]
Deionized Water 0.01 €/kg 0.01 €/kg [8]
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Electricity* 100 €/MWh (EU) 70 €/MWh (EU) [9], [10]
Salary** 33,649 € full-time 33,649 € full-time [8]
Replacement costs
Electrolyzer replacement 35% of CAPEXly | 35%of CAPEXly [7]
Revenue
Oxygen sold 0.13 €/m3 | 0.13 €/m?

*The electrolyzers are connected to the grid.
**The labor cost is calculated based on the assumption that one full-time worker is employed.

In order to calculate LCOH, the techno-economic data of the selected electrolysis system
are taken from IRENA [11]. These data are summarized in Table 2.

Table 2. The techno-economic data of electrolyzers in the 2020-2050 scenarios [11].

Parameters (average values) AWE PEMWE SOEC
Time Scenario 2020 2050 2020 2050 2020 2050
Stack unit size (MW) 1 10 1 10 0.005* 0.2
Stack Electrical consumption (KWh/kg Hy) 56.5 42 56.5 42 42.5 35
System Electrical consumption (kWh/kg H) | 64.0 45 66.5 45 45.0 40
H. production (kg/h) 17.7 23.8 17.7 23.8 23.5 28.6
O production (kg/h) 142.0 | 190.0 142.0 | 190.0 188.0 229.0
H,0 utilization (kg/h) 177.0 | 238.1 177.0 | 238.1 235.3 285.7
Stack CAPEX (€/kW) 2484 92.0 368.0 92.0 | 1,840** 184.0
System CAPEX (€/kW) 441.6 92.0 598.0 92.0 - 92.0

* This size is not significant on an industrial scale, but currently, these data are only available.
** The CAPEX of the SOEC system is not reported by IRENA; for this reason, in this study, the analysis is
carried out by considering only the CAPEX of the SOEC stack.

Since CAPEX is referred to 2020, the conversion factor inherent to Chemical Engineering
Plant Cost Indices (CEPCI) is applied, as illustrated in eq. 7. [12]

CFC,2022 = CFC,ZOZO : —CEPCI
2020

U]

The values of CEPCI 2022 and CEPCI 2020 are equal to 813.0 and 596.2, respectively [13].
According to these data, the terms of these equations are calculated, as summarized in Table
2.

Table 2. The total costs and revenue of electrolyzers in the current and future scenario.

Parameters AWE PEMWE SOEC
Time Scenario (y) 2023 2050 2023 2050 2023 2050
Crc (k€) 6,404.8 1,252.5 8,966.4 1,2525 17,078.9 1,878.7
&M, amualized (KE) 20,906.1 | 12,5755 | 229557 | 12,5755 | 25751.6* | 13,712.8*
rep, amnualized (<€) 2126 285 312.1 28.2 5,582.5 58.4
02 anuatized KE) 1,8815 2,531.1 1,881.5 2,531.1 2,501.3 3,037.3
2 procuction, amnual <OY) | 141,592.9 | 190,476.2 | 141,5929 | 190,476.2 | 188,235.3 | 2885714

*The costs of the heat source for the SOEC electrolyzer are not considered because it has been paired with a
plant that generates high-temperature waste heat as a by-product and, therefore, useful for supplying the
SOEC.

It is noticed that the costs of electrolysis systems will reduce drastically in the coming years;
in fact, in the 2050 scenario, the total fixed capital costs will decrease until to 90% thanks
to the design simplification and less expensive materials utilization. The O&M costs will be
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cut until to 50% due to the stack efficiency improving and, as a consequence, to a lower
electricity consumption. Finally, the replacement costs will also decrease (more than 90%)
because the system lifetime will increase.

Discussion

This study aims to evaluate and compare LCOH for different electrolysis system
technologies by also considering a future cost scenario.

LCOH (€/kgH,)
15,00 13,49
11,86

12,00 4402

9,00

€/kgH,

6,00
3,29 3,29 3,05

3,00 J J J
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2023 2050 2023 2050 2023 2050
AWE PEMWE SOEC

Figure 1. LCOH comparison for 2023-2050 scenarios.

Figure 1 shows the results of this analysis in terms of LCOH for 2023 and 2050 scenarios.
In 2023, the calculated LCOH values are 10.02 €/kg, 11.86 €/kg and 13.49 €/kg for the AWE
system, the PEMWE system and the SOEC unit, respectively. At 2050, the expected LCOH
values are substantially reduced; they are 3.29 €/kg for the AWE and PEMWE systems and
3.05 €/kg for the SOEC system.

AWE 2023 PEMWE 2023 SOEC 2023
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Figure 2. The sharing costs of the electrolyzers in the 2023 scenario.

In Figure 2, the incidence of each item cost on LCOH calculation is illustrated for each
electrolysis system (2023 scenario). It is observed that the O&M costs affect the LCOH by
about 76.0% for the AWE system, 71.2% for the PEMWE system and 53.2% for the SOEC
unit; thus, it can be underlined that the O&M costs have the greatest impact on the LCOH
value. This result mainly depends on the electricity cost that has an incidence equal to 79%
for the AWE system, 75% for the PEMWE system and 60% for the SOEC unit.
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Figure 3. The sharing costs of the electrolyzers in the 2050 scenario.

Figure 3 shows the cost incidence in 2050. It is worth noting that the O&M costs are still
too high compared to the other cost items. Also in this case, the cost of electricity has the
greatest impact with respect to the other costs even if this cost is assumed equal to 70 €/ MWh
EU as suggested in ref. [10]. In particular, the electricity cost has an incidence on the O&M
cost of 87% for the AWE and PEMWE systems and 85% for the SOEC system.

Conclusions

This study proposes a preliminary analysis focused on the evaluation of LCOH for different
water electrolysis technologies by considering the current scenario and the future scenario.
In the current scenario (2023), the LCOH values for the AWE, the PEMWE and the SOEC
systems are very high (in the range of 10 — 13 €/kg) and far from the values desired for the
hydrogen production cost (2 - 3 €/kg) that would make it competitive with current fossil
fuels. In the 2050 scenario, the SOEC technology seems to have become the most
competitive with an LCOH close to 3 €/kg (this value is close to the expected hydrogen
production cost in the EU in 2050). In conclusion, with respect to the technical literature on
LCOH calculation, in this study, a more detailed cost estimation based on both the cost
escalation and the Sinnott and Tower method, is performed. For this reason, the LCOH
values in 2023, although high, reflect the current technological situation as closely as
possible. For 2050, despite the application of a more rigorous costing methodology, the
obtained results are only indicative because many of the considered costs are highly
susceptible to continuous variation, such as the cost of electricity.
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Introduction

Hydrogen is a key to a climate-neutral economy and in this context polymer electrolyte fuel cells
(PEMFC) are an excellent choice for long-distance mobility. The bipolar plate (BPP) is a crucial com-
ponent in PEMFC because it is responsible for various functions [1,2]. Certain requirements including
manufacturability, electrochemical stability, electrical conductivity as well as mechanical strength must
be achieved [2,3]. Considering the necessity of a wider application of fuel cells, metallic bipolar plates
exhibit some important advantages compared to graphite or composites which are the mechanical prop-
erties, good volume-to-weight ratio and relative low costs [4,5]. Austenitic stainless steel (grade 1.4404 or
316L) is a highly attractive option because of its good combination of properties [6,7]. However, the elec-
trical and electrochemical properties need to be improved to guarantee a high electrical performance and
to withstand the harsh fuel cell environment and by this extended operational life time [5,8]. As surface
modification for metallic BPP, a large variety of thin film coatings have been and still under investiga-
tion [9]. Extensive work has been conducted over the past years to develop various types of carbon thin
films [10-17]. Here, carbon-based coatings exhibit promising properties because of the superior electrical
conductivity, good adhesion and corrosion resistance. However, in most studies magnetron sputtering
system is employed which has the drawbacks of a relatively low deposition rate and efficiency [18].

In my thesis, I study the impact of the process parameters temperature, pressure and bias voltage on
the microstructure, interfacial contact resistance (ICR) and corrosion resistance of carbon-based coatings.
The aim is to better understand the corresponding relationships and by this to improve or optimize the
deposition process for a future up-scaling. For the experiments, I use the cathodic arc deposition technique
which has beneficial characteristics such as a high deposition rate, high ion energy, good efficiency as well
as low costs [18-20]. The ion energy is an important characteristic since it can considerably affect the
layer growth and consequently the resulting microstructure and properties as shown by A. Anders [21] for
energetic deposition techniques. Via a negative bias voltage applied to the substrate the ion energy can
be increased [19,22]. Another important parameter is the process temperature which mainly influences
the adatom mobility and by this the growth of a PVD coating [21,22].

In this paper, I want to focus on the results of the experiment series regarding the process temperature
and bias voltage. The presented results partly base on my publication in AMPC [23] and ACS Appl.
Mater. Interfaces [24].

Methodology

Austenite (SS316L) stainless steel of 0.1 mm thickness was used as substrate material and cleaned with
distilled water, isopropanol and then dried with nitrogen. In two experiment series various carbon-based
coatings with different carbon top layer variants were deposited by cathodic arc evaporation. The base
pressure was set at 1074 Pa. All coatings have the same metallic interlayer. In first study, four carbon
top layer variants were deposited at negative bias voltages between 900 V and 1 V. Process temperature
of 300 °C and pressure of 10~ Pa were kept constant. In the second series, the process temperature
during the carbon deposition was varied between 300 °C and 100 °C while the bias voltage and pressure
were set at 900 V and 10! Pa, respectively.

*Corresponding author: maximilian.steinhorst@iws.fraunhofer.de
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For the structural analysis, Raman spectroscopy as well as transmission electron microscopy were
used. Raman spectra were recorded between 900 and 1850 cm ™! by a Renishaw inVia with an excitation
laser of 514 nm wavelength. Evaluation of the spectra was done by fitting the D peak and G peak with a
Lorentzian and a Breit-Wigner-Fano function, respectively. A Joel JEM-F200 TEM was used for cross-
section observations of the microstructure at 200 kV. Cross-section preparation was done via focused
ion beam (FEI Helios 660 Dual-Beam SEM/FIB) using a platinum/carbon (Pt/C) plus an iridium (Ir)
coating as protective layers.

The interfacial contact resistance was measured according to the procedure of Wang et al. [25]. The
measurement setup includes a tensile tester with two gold-plated copper blocks for applying the com-
paction force and an ohmmeter attached to the copper blocks for measuring the resistance. The specimen
is placed with two GDL sheets (Freudenberg H14) between the copper blocks and the resistance of the
assembly is measured at a compaction force of 150 N cm~2. With the contact resistance of one GDL, the
contact resistance of the coated sample can be calculated.

To analyze the corrosion resistance, potentiodynamic polarization tests in 0.5 M HsSO,4 solution
at room temperature and 80 °C were conducted. The open circuit potential was recorded for 1 h
prior the polarization measurement. As measurement parameters, a potential range of -0.5 to 1.5 V
vs. standard hydrogen electrode (SHE) at a scan rate of 0.001 V s~! was set. A Metrohm Autolab
PGSTAT302N potentio-/galvanostat and a three-electrode setup including a graphite rod as counter
electrode, a Ag/AgCl reference and the sample as working electrode were the measurement setup. Via
Tafel plot analysis, using the Metrohm software Nova 2.1.5, the corrosion current density jeorr as well as
polarization resistance R, were determined.

Results and Discussion

In figure 1 the Raman spectra of the carbon top layer variants are depicted. In general, carbon exhibits
two peaks, namely D peak at 1350 cm ™! and G peak at 1580-1600 cm™!. For the bias voltage variation,
an evolution from nearly equal pronounced D and G peaks (900 V and 600 V) to a more pronounced G
peak (1 V) can be seen. The decrease of the D peak height can be attributed to increased long-range
ordering and less fine structures due to fewer six-fold carbon rings [26,27]. In the case of the process
temperature, such an evolution is not visible. Here, the 300 °C and 100 °C sample exhibit comparable
spectra with two distinct peaks. Compared to that, the 200 °C has a very broad spectrum indicating a
different structure.
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1 1 1 1 1 1 1 1
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Figure 1: Raman spectra of the coated samples with carbon top layers deposited at different bias voltages
(left) and process temperatures (right).

Figure 2 and figure 3 present the TEM cross-section images of the deposited coatings depending on
the bias voltage and process temperature during the carbon deposition, respectively. In each case the Cr
interlayer is between 15 and 20 nm. Because of the decreasing bias voltage a structural change from a
mostly perpendicular graphite layers (see figure 2a) towards a more disordered (see figure 2b and ¢) and
eventually amorphous structure (see figure 2d) can be observed. The visible disorder for the 600 V and
200 V carbon layer can be described as distortions in the form of clusters or diversions in the growth
direction. The carbon layer thickness increases from approximately 10 nm at 900 V to 95 nm at 1 V.
This can be attributed to self-sputtering due to high kinetic energies of the impinging ions at a high bias
voltage.
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Figure 2: TEM images of coated samples with a carbon top layer deposited at a) 900 V, b) 600 V, c)
200 V and d) 1 V bias voltage.

The carbon top layer deposited at 200 °C has clearly graphitic layers but often oriented in round
shaped form (see figure 3). Furthermore, the layer thickness is increased, although the bias voltage is as
high as for the 300 °C. Both indicates a changed growth mechanism of the carbon layer compared to the
300 °C. The TEM analysis of the 100 °C is in progress.

SS316L

10 nm

Figure 3: TEM images of coated samples with a carbon top layer deposited at a) 300 °C and b) 200 °C
process temperature.

The contact resistance depending on the compaction force is shown in figure 4. A compaction force of
150 Nem~2 corresponds to the defined force of 138 Nem =2 by the DOE [3]. From 50 to 150 Nem ™2 the
ICR is significantly reduced because of the increased contact area between the GDL and the specimen.
The bias voltage during the carbon deposition greatly affects the electrical resistance. At the lower
compaction force, the coatings with the 900 V and 600 V carbon top layer already achieve very low
ICR values around 2.5 m€ cm?. The 200 V sample exhibits slightly higher resistance values at both
compaction forces. Due to disordered parts in the structure, the electrical conductivity might be reduced
(see figure 2). The 1 V sample has the highest ICR which is likely attributed to the amorphous structure.
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Regarding the effect of the process temperature, it can be concluded that there are only small differences.
However, the sample with a carbon top layer deposited at 200 °C has the highest resistance values. All
in all, the different carbon top layer variants are highly conductive.
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Figure 4: Interfacial contact resistance values of the coated samples with a carbon top layer deposited at
900 V, 600 V, 200 V, and 1 V bias voltage (left) and at 300 °C and 200 °C (right).

Based on the potentiodynamic polarization curves (not shown here) important corrosion key figures,
namely corrosion current density jcorr and polarization resistance R, were determined via Tafel plot
analysis. Figure 5 shows the dependency of these key figures on the bias voltage (left) and process
temperature (right). From 900 V to 200 V jio.r decreases, thus, the coatings are more corrosion resistant.
Consequently R, which corresponds to the corrosion resistance, decreases as well. The 600 V and 200 V
samples exhibit excellent corrosion properties and both still have a low layer thickness. The increase
in the corrosion resistance, compared to the 900 V sample, might be attributed to the increasing layer
thickness. However, the 1 V with the thickest coating thickness has the worst properties. A possible
explanation is the amorphous structure. In the case of the process temperature, the sample with the
200 °C carbon top layer achieves the best properties. A thickness effect can be responsible, but the 100 °C
with likely a thicker carbon top layer, achieves a significantly lower R,,. Hence is much less inert or stable
in the electrolyte. The microstructural analysis by TEM should give more insight. Also, considering
that the Raman characteristics are comparable to the 300 °C which exhibits better properties. Moreover,
measurements at an electrolyte temperature of 80 °C (not shown here) revealed that the corrosion current
density increases by approximately one order of magnitude.
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Figure 5: Corrosion key figures of the coated samples with a carbon top layer deposited at 900 V, 600 V,
200 V, and 1 V bias voltage (left) and at 300 °C and 200 °C (right).

Conclusion

In total seven multi layer coatings consisting of a metallic interlayer and a carbon top layer deposited at
either different bias voltages or different process temperatures were prepared by cathodic arc evaporation.
Hereby, the influence of the deposition parameters on relevant properties were investigated. Therefore
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TEM analysis, Raman spectroscopy, interfacial contact resistance measurements and potentiodynamic
polarization tests in 0.5 M HoSO,4 were used. The bias voltage can considerably affect the microstructure,
ranging from graphite-like to amorphous. It has a relatively small effect on the contact resistance, but
therefore, a great influence on the electrochemical properties. There are only small difference between the
600 V and 200 V samples, both exhibiting a corrosion current density around 108 Acm~2. The results
of the temperature variation show that the contact resistance is only negligibly affected. Equivalent to
the bias voltage, the main influence is on the electrochemical properties. Here, the sample with a carbon
top layer deposited at 200 °C exhibit the best characteristics with the high polarization resistance among
the samples. This sample also exhibits a clearly different microstructure in the TEM cross-section. A
thickness effect is possible in both studies, however, the results indicate that the microstructure also has
an essential impact on the properties.

In conclusion, the coatings exhibit an excellent electrical conductivity and good corrosion resistance
which renders them as suitable option as bipolar plate surface modification. The deposition process
can be improved in terms of the bias voltage and process temperature which is beneficial for a future
production of coated bipolar plates. For a future study, the combination of the most suitable parameters
to further optimize the process is planned.
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Introduction

Hydrogen has received significant attention as a viable alternative energy carrier in response
to the growing environmental challenges associated with fossil fuels [1]. In the context of direct
hydrogen exposure, structural metals, particularly austenitic stainless steels (ASSs) such as
type 316 L, have been recognized for their ability to withstand hydrogen embrittlement (HE)
with limited degradation in mechanical performance. Nonetheless, annealed 316L,
characterized by a face-centered cubic structure, exhibits relatively low strength, rendering it
less suitable for applications involving elevated pressures within hydrogen-rich environments
[2]. The rise of additive manufacturing (AM) technologies, which entails the layer-by-layer
deposition of molten metals to create intricate components, has sparked considerable research
interest. Components produced via additive manufacturing exhibit distinct mechanical
properties owing to variations in microstructure, texture, and surface characteristics when
compared to conventionally manufactured (CM) counterparts. Generally acknowledged is the
fact that AM 316L shows higher yield and tensile strengths than CM 316L when tested in
ambient air [3]. However, the mechanical behavior of AM 316L in the presence of hydrogen
remains uncertain. Furthermore, the AM manufacturing process is susceptible to the formation
of porosities that can significantly influence the macroscopic performance of AM 316L [4]. To
enhance mechanical properties and mitigate the risk of catastrophic failures stemming from
HE, or in other words, to enhance HE resistance, it is imperative to investigate the influence of
porosity in presence of hydrogen. Understanding hydrogen diffusivity and hydrogen trapping
mechanisms in materials containing porosity is also pivotal in elucidating their HE mechanisms
[5]. An effective method involves the utilization of Scanning Electron Microscopy (SEM) in
conjunction with ex-situ tensile tests to characterize mechanical properties and establish
correlations with the microstructure. This approach will facilitate the optimization of AM 316L
performance within hydrogen-rich atmospheres. Consequently, the aim of current study is
investigating the impact of porosity on hydrogen embrittlement behavior of powder bed fusion
printed 316L.

Methodology

In this research, we adhered to standard printing parameters for the fabrication of Powder Bed
Fusion (PBF) 316L components, employing a laser power of 200 W, a scan speed of 1400
mm/s, a layer thickness of 50 um, and a hatch spacing of 100 um. A comprehensive analysis
was conducted to compare specimens subjected to hydrogen exposure and those left
unchanged. The introduction of hydrogen into the specimens was achieved through gaseous
charging at 130 bar pure H> gas, maintained at a temperature of 250°C for a duration of 7 days.
The assessment of hydrogen absorption behavior was carried out employing Thermal
Desorption Spectroscopy (TDS). The density of the LPBF specimens was determined utilizing
the hydrostatic weighing method under ambient conditions. Concurrently, the extent of

* ali.nabizada@ugent.be
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porosity within the specimens was quantified through the application of Archimedes' principle
and Backscatter Electron image analysis. The mechanical behavior of the material was
evaluated through ex-situ tensile testing along the building direction at room temperature
performed on a Tinius Olsen 50ST machine for both uncharged condition and after exposure
to hydrogen. The prescribed constant extension rate was set at 0.06 mm/min, corresponding to
a strain rate of 10 st and the specimens had gauge dimensions of 10x4x1mm3. Furthermore,
Scanning Electron Microscopy (SEM) analysis was conducted utilizing a FEI Quanta 450
microscope equipped with a field emission gun for microstructural characterization.

Results

The analysis of the experimental TDS data involved the use of a numerical 1D diffusion model
based on Fick's laws. The results of these simulations, specifically the dissolved hydrogen
content (Cy) and the hydrogen diffusion coefficient at room temperature (DrT), are presented in
Table 1. Figure 1a displays Backscatter Electron (BSE) images, revealing the presence of
spherical pores and layer voids within the as-built PBF 316L. The fraction of porosity, as
determined through BSE image analysis, stands at 0.91%, a value closely aligned with that
obtained via the hydrostatic weighing method (1.03%). Uniform specimen thicknesses were
employed for both TDS and tensile testing samples. Figure 1b represents engineering stress-
strain curves. Table 2 indicates the average yield strength (YS), ultimate tensile strength (UTS),
and strain at fracture (%El) for both uncharged and hydrogen-charged conditions, along with
their corresponding standard deviations. Figures 2a and 2b depict the fracture surfaces of
specimens subjected to tensile testing without and with hydrogen exposure, respectively.
Consequently, the study examined hydrogen-assisted cracking on the normal surfaces of the
tensile-tested specimens for both uncharged and hydrogen-charged conditions. The cracks
observed were oriented perpendicular to the loading direction, which the fracture surfaces
presented in Figures 2c and 2d.

Table 1: Averaged hydrogen content Ct of specimen charged at 250°C and 130 bar for 7 days and hydrogen
diffusion coefficient D at room temperature (RT)
Drt(m?/s) Ct (wppm)
8.21E-17 76.03

PBF 316L

Uncharged
- - - = Hydrogen charged

Engineering Stress (MPa)
I (%] = 9] &
(=] = = (=] (=]
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1 1 1 1 1
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Figurel. (a) SEM-BSE micrograph of PBF 316L, red and green arrows show spherical and keyhole pores,
respectively (b) Engineering Stress-Strain curves of tensile test performed at 10s? in uncharged and
hydrogen charged condition.
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Table 2: Average yield strength (YS), ultimate tensile strength (UTS) and total elongation (%El) of tensile
test performed at 10-s* in uncharged and hydrogen charged condition.

YS (MPa) UTS(MPa) %E]|
Uncharged 598+8.4 690+7.3 19.35+0.9
Charged 642+14.0 73045.8 13.99+0.7

L»TD 1 mm 1 mm

Fig 2. SE images of characteristic fracture surface and normal surface appearance when tested at 10s: (a
and c) uncharged, (b and d) hydrogen charged PBF 316L. Red, blue, yellow, and green arrows point to pores,
dimples, facet like features, and secondary cracks, respectively.

Discussion

The presence of internal defects within Additive Manufacturing (AM) materials aligns with
expectations established in the existing literature. Liverani et al. [6] discussed three primary
categories of internal defects, which include: (i) binding defects, (ii) spherical pores, and (iii)
keyhole pores. Binding defects originate from the incomplete fusion of powder particles at the
local level, while spherical voids are predominantly associated with the entrapment of gases.
Keyhole pores, on the other hand, are typically situated at the boundaries of melt pools and
emerge due to elevated residual stresses generated by rapid cooling, thus promoting crack
formation and the development of voids. It is worth noting that all three varieties of internal
defects were also observed in the current material. LPBF 316L exhibited a relatively high yield
strength but limited work hardening, leading to an ultimate tensile strength (UTS) level of 690
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MPa. The presence of pores and internal defects, which are characteristic of LPBF processes,
tends to restrict the ductility of LPBF 316L compared to CM counterparts. These internal
defects act as stress concentration sites, triggering damage nucleation or contributing to the
growth of ductile voids. Upon the introduction of hydrogen into the specimens, both the yield
strength and ultimate tensile stress exhibited an increase. This strengthening effect of hydrogen
stems from its impact on solid solution strengthening, slip planarity, and pinning of
dislocations. To evaluate the embrittling influence of hydrogen, an average embrittlement
index was calculated based on the strain at fracture for reference tests and hydrogen precharged
tests, as outlined in Equation 1. This approach enables a qualitative assessment of the
susceptibility to HE.

HE indeX — %Eluncharged_%Elcharged

Equation 1

%Eluncharged
The HE Index for PBF 316L was determined to be 27.7%. Hydrogen could primarily localized
within pores, which functioned as reversible traps at room temperature [5]. These pores, acting
as sites of stress concentration, in conjunction with the accumulated hydrogen content, trigger
hydrogen embrittlement within the charged specimen. The fracture surface of the uncharged
specimen exhibited characteristics of a ductile fracture, featuring the presence of dimples,
pores, and unmelted particles. During the tensile test, the coalescence of pores and voids
accelerated the fracture process, impeding the growth of dimples and thereby limiting the
extent of ductility. In contrast, the hydrogen-charged sample also displayed a ductile fracture
surface, but with three notable differences. Firstly, the fraction and size of dimples were smaller
than those observed in the uncharged condition, indicating reduced dimple growth during
straining. Secondly, the presence of facet-like features, including ungrown voids and an
absence of plastic deformation, suggested a brittle mode of fracture. Finally, there was less
coalescence of pores, a phenomenon also observed on the corresponding normal surface image,
where the size of secondary cracks in the uncharged specimen exceeded that in the charged
specimen. Crack initiation and propagation predominantly occurred within the pores and voids.

Conclusions

The impact of porosity on the mechanical characteristics of PBF manufactured 316L stainless
steel, both in the presence and absence of hydrogen, was examined through constant strain rate
tensile test and SEM. Specimens subjected to hydrogen charging exhibited elevated values for
the yield strength and ultimate tensile stress in comparison to their non-hydrogen-charged
counterparts. This is attributed to the influence of hydrogen on the mechanisms responsible for
strengthening the material. The pores, as reversible hydrogen traps, facilitated hydrogen
embrittlement (HE) in the tested material, leading to a reduction in fracture strain. Both the
non-hydrogen-charged and hydrogen-charged specimens displayed a combination of brittle
and ductile fracture characteristics, resulting from the coalescence of voids and pores.
However, the uncharged material exhibited notably larger dimples and secondary cracks in
comparison to the hydrogen-charged condition, which can be ascribed to the phenomenon of
hydrogen-induced ductility loss.
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Introduction

The design of liquid hydrogen tanks requires a thorough understanding of the factors
influencing fatigue crack initiation and propagation at cryogenic temperatures in materials used
in hydrogen environments. In the case of austenitic stainless steels, it is well-established that
hydrogen embrittlement (HE) is characterized by a loss of ductility in tension, with a maximum
embrittlement occurring at approximately 190 K, and a vanishing effect at very low
temperatures [1]. Figure 1 illustrates the influence of temperature on HE in different grades of
steel under monotonic tensile loading. Below a temperature of approximately 150K, no HE is
noticeable. It can be hypothesized that below 190K, hydrogen diffusion is significantly slowed
down, possibly even halted below 150K [2]. These results suggest that below 200K, HE is
controlled by hydrogen diffusivity within the material, while above this temperature,
martensitic transformation governs HE.
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Figure 1: Effect of temperature on air reduction on various stainless steels under 1.1 MPa of hydrogen and
helium [3]

Indeed, at low temperatures, the austenitic phase can transform into a more stable phase,
namely martensite. Molnér et al. [4] demonstrated in a 316L steel the correlation between the
increase in stacking fault energy and the rise in the exposure temperature from 25°C to 500°C.
It appears that martensitic transformation occurs for intrinsic stacking fault energies less than
18 mJ/m? [5]. However, Caskey [2] shows that the loss of ductility in the presence of hydrogen
is not uniquely correlated with the martensitic transformation rate.

More generally, the literature indicates that it is not justified to investigate HE below
150K to observe HE phenomena. These fatigue tests were conducted under gaseous hydrogen,
which implies that only the effect of external hydrogen was taken into account. Concerning

* Corresponding author: romain.chochoy@ensma.fr



H

high cycle fatigue properties in hydrogen environment, literature suggests that the impact on
the high cycle fatigue strength would be much more limited [6]. However, only a limited
amount of results is available, and of the effect of hydrogen environment on fatigue damage
mechanisms is unclear. Therefore, the work presented here aims to assess the influence of
hydrogen on the high-cycle fatigue resistance of austenitic stainless steels in a hydrogen
environment within the temperature range of 20K to 300K.

Two grades of austenitic stainless steels were selected, namely 304L and 316L. Due to
differences in stacking fault energy, these two grades of steels are expected to have varying
proportions of martensitic transformation at low temperatures under fixed loading conditions,
which may influence sensitivity to HE.

The first step of this work consisted in the determination of the fatigue resistance of these
grades in air at room temperature. The second step was concerned by the influence of
temperature in the range of -83°C to 100°C. Finally, the fatigue strength is evaluated in
hydrogen gas at various temperatures. The initial results of this study will be presented in this

paper.
Methodology
The materials used in this study are two grades of austenitic stainless steel (type 304L

stainless steel and 316L stainless steel). Table 1 shows the chemical compositions and Table 2
presents the tensile properties determined at room temperature.

Table 1: Chemical compositions of 304L and 316L stainless steel (wt%)

Fe C Mn P S Si Cu
304L 706 | 0024 | 1,88 | 0034 | 0001 | 0,328 | 0,363
316L | Concentration (%m) [ 682 | 0,023 | 1,84 | 0036 | 0001 | 0,328 | 0,345

Ni Cr Mo Nb Ti N Co
304L 8,08 18,1 | 0,403 | 0,003 0 0,100 | 0,152
316L | Concentration (%m) [ 10,0 17,0 2,01 | 0,013 0,004 | 0,036 | 0,157

Table 2: Tensile properties of 304L and 316L stainless steel used in this study

UTS (MPa) R0,2% (MPa) A% Z%
304L 700 336 90 64
316L 620 290 91 61

Tensile tests were conducted at room temperature with a strain rate of 103 s until failure.
To assess the test repeatability, two tests per rolling orientation (0° and 90°) were conducted.
Figure 2 shows the change in martensite content with total strain measured for each alloy during
tensile test. Two analysis techniques are used, Feritscope® and X-ray diffraction (DRX).
Notable differences are observed between the results obtained with these two techniques.
Further analysis is planned to precisely evaluate the percentage of martensite transformed as a
function of deformation.

a0 | ° DRX 304L DRX 316L o
gBS * Feritscope 304L -« Feritscope 316L
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Figure 2: Measurement of martensite content using XRD and Feritscope®
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Cylindrical test specimens were machined for fatigue testing and polished to achieve a
mirror-like surface finish, with an arithmetic mean roughness (Ra) of less than 0.02 um.

The fatigue tests were performed using a load ratio of 0.1, at a frequency of 10 Hz, at
temperature ranging between -120°C and 100°C either in laboratory air or in a hydrogen gas
environment (1,5 MPa). Fatigue tests were performed until total failure of specimens or run-
out at two million of cycles. For the tests in hydrogen, gas pressure was set at 1,5 MPa of
dihydrogen in order to assess the impact of external hydrogen on fatigue strength.

Observations of fracture surfaces were conducted on fractured specimens to assess
damage mechanisms and their sensitivity to the presence of hydrogen.

Results & Discussion
Fatigue behaviour at different temperature

The fatigue resistance in air has been studied at various temperatures to evaluate cyclic
behaviour under typical load-controlled R=0,1 fatigue loadings and resulting fatigue strengths.
The objective was to establish reference data to be later compared to the results in hydrogen
gas at the same temperatures.

Due to the positive mean stress, a ratchetting deformation appears during the fatigue life.
This deformation might require a special attention as, at low temperatures, the accumulation of
plastic deformation can induce the formation of martensite, which is likely to alter the
mechanisms of crack initiation and propagation in a hydrogen environment. Figure 3 shows
typical behaviour obtained during fatigue test on 316L at -83°C, 25°C and 100°C. The mean
strain is obtained by considering the mean strain values collected during each loading cycle.
Furthermore, the progressive deformation rate is obtained by deriving the mean strain with
respect to the number of cycles.
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Figure 3: Evolution of average ratchetting deformation and progressive deformation rate as a function of the
number of cycles based on temperature for 316L (comparison of behaviour at room temperature compared to
-83°C and 100°C)

The preliminary results indicate that for a given stress amplitude, at -83°C, the mean
deformation at failure is lower compared to the test conducted at 25°C, while the ratchetting
deformation rate is higher. At 100°C, the final average deformation is higher than room
temperature, and the ratchetting deformation rate is similar compared to the test conducted at
25°C.
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Figure 4: S-N curve for 316L and 304L at 3 different temperatures

Figure 4 shows the S-N curves for 316L and 304L at the three temperatures namely
100°C, 25°C, and -83°C. It appears that the lower the temperature, the higher the life is for a
given stress amplitude. The temperature dependence of the fatigue strength of the two materials
seems to be similar. Fatigue tests at -83°C in air are currently in progress.

As mentioned earlier, martensitic transformation appears to play a role in hydrogen
embrittlement. Therefore, it is important to be able to assess the amount of martensite
transformed during tensile tests. Initially, only the amount of martensite transformed during
monotonic tensile tests was studied. Quantification of martensite during and after cyclic tensile
tests is currently in progress.

Subsequently, martensite measurements will be conducted for each experimental
condition at various temperatures under both air and hydrogen environments.

Fatigue behaviour in hydrogen gas at room temperature

Figures 5a and 5b describes the deformation variation as a function of the number of
cycles in both materials, at room temperature, in air, and in hydrogen gas with the same stress
amplitude. The ratchetting deformation is also represented, so as to assess the progressive
deformation rate as a function of the number of cycles. The initial results appear to suggest no
hydrogen effect on the ratchetting behaviour. This result is explainable by the fact that
hydrogen does not have sufficient time to diffuse deeply into the material.
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Figure 5: Evolution of average ratchetting deformation and progressive deformation rate as a function of the
number of cycles for 304L (a) and 316L (b) in air and hydrogen
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Figure 6 shows the fatigue lives in air and in hydrogen gas for the two grades at room
temperature. It appears that, the exposure to hydrogen gas does not significantly affect the

fatigue life.
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Figure 6: S-N curve for 316L and 304L in air and hydrogen at room temperature

Stress amplitude (MPa)

The fracture surfaces (Figure 7) indicate a difference in the maximum crack depth at the
end of the stable propagation stage between exposure to air (1,47 mm) and to gaseous hydrogen
(1,90 cm). To validate this point, a statistical study comparing these parameters is currently
underway. Additionally, several specimens fractured as a result of crack initiation at inclusion-
type defects during hydrogen gas exposure. Further in-depth analyses are currently under
progress to identify the composition of these inclusions.

=

Figure 7: SEM image of fracture surfaces for 304L under air (a) and under hydrogen (b) tested at the same stress
amplitudes. The black line allows the distinction between the stable propagation zone (lower region) and the
abrupt rupture zone (upper region).

The initial results indicate that in gaseous hydrogen, at room temperature, and for an
identical mechanical load, the crack front is more extensive, and the propagation distance is
greater than in the case of exposure to air.

Conclusions and future work

The preliminary results of tests conducted so far at 100°C, 25°C and -83°C in ambient
air indicate the presence of a ratchetting effect leading to a significant accumulation of plastic
deformation, which could potentially contribute to the formation of martensite on the order of
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a few percent at room temperature [7]. This phase would promote the susceptibility to HE
(Hydrogen Embrittlement). Since 316L stainless steel is more stable than the 304L grade, we
can assume that 304L is more sensitive to hydrogen embrittlement effects. This will need to be
confirmed by studying the fatigue behaviour in low-temperature hydrogen exposure.

Prior to testing in low-temperature hydrogen conditions, it is necessary to characterize
the fatigue resistance of the studied grades at these temperatures in an inert environment. This
includes evaluating the transformed martensite rate (especially as a function of the ratchetting
effect) and describing the damage mechanisms related to temperature reduction.

As concerns tests in hydrogen, little or no significant effect on endurance and fatigue
behaviour has been observed at room temperature. However, further analysis is planned,
including the examination of fracture surface morphology and martensite quantification after
fracture. Phenomena occurring at temperatures above and below the maximum embrittlement
temperature will be investigated so as to identify the role of various factors (martensitic
transformation and hydrogen diffusivity).

The effect of hydrogen on fatigue crack initiation has not yet been established, therefore,
this aspect will be studied further in the course of this study, especially for low stress levels.
One hypothesis is that in the absence of crack initiation or slip emergence at the surface,
hydrogen may not penetrate into the material, presumably partly due to the presence of the
native oxide layer. Therefore, a special attention will be paid to the stability of this oxide layer
under cyclic loading. To assess the impact of internal hydrogen, fatigue tests will be conducted
on precharged materials.
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Introduction

In order to help combat the current climate crisis, alternate cleaner fuel sources are required.
When utilized, they should release less/no environmentally harmful emissions when compared
to the CO, emitted when fossil fuels are combusted (80% of energy worldwide current

produced utilizing fossil fuels[1]).

One such alternate fuel source that could be used is hydrogen gas [2]. When hydrogen is reacted
(either combusted or used in a fuel cell) with oxygen it produces water and energy. This
demonstrates that hydrogen, when used as a fuel source doesn’t produce any environmentally
harmful products. However, we need to consider sustainable methods to produce hydrogen.
One such method is through water electrolysis and if renewable energy used for the electrolysis
the produced hydrogen is termed green hydrogen. Green hydrogen, however only accounts for
less 5% of world production with the majority been produced from methane steam reforming
producing emitting CO> during the process [3]. This mainly due to high capital costs of

electrolyzers partly caused by use of precious metal catalysts.

It is therefore vital that methods are found by which it is possible to produce green hydrogen
(hydrogen not produced using energy derived from fossil fuels) or blue hydrogen where any
produced CO2 is captured and stored. Electrolysis of water (reaction 5) generates hydrogen
(through the hydrogen evolution reaction, HER, reactions 1 & 2) and oxygen (through oxygen
evolution reaction, OER, reactions 3&4) [3]. Water electrolysis has been studied since the 18th
century [4]. However, it has largely been carried out in freshwater/deionized water. With
freshwater shortages caused by climate change, there is a drive to use alternative water sources.
If seawater could be utilized as the fuel source, then this would open up the use of an abundant

fuel source to be used with minimal pre-treatment [5].

* Corresponding author: c.a.convery2@newcastle.ac.uk
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Cathodic reaction (neutral/acidic pH): 2H* + 2e™ = H, E2 11040 =0V (1)
Cathodic reaction (alkaline pH): 2H,0 + 2e™ = H, + 20H™ EQ,;p0qe = —0.83V  (2)
Anodic reaction (neutral/acidic pH): 2H,0 = 0, + 4H* + 4e” EJ 4o = 1.23V (3)

Anodic reaction (alkaline pH): 40H™ = 0, + 4H,0 + 4e™ EJ oqe =04V  (4)
Full cell reaction: 2H,0 = 0, + 2H, + 4e” E,; = —1.23V (5)

Seawater electrolysis (SWE) offers its own set of challenges that must be overcome before it
can be widely utilized as a source for hydrogen production. On the cathodic side, any OH"
produced can precipitate into metal hydroxides when it reacts with metal cations present in
seawater and poison the surface of the electrode [6]. The main focus of this research is however
associated with the anodic side reactions. Thes arise from the presence of NaCl in seawater, in
particular that chloride oxidation (CO, reaction 6) competes with OER at the anode as well as
the corrosion chemistry which can arise from the presence of the chloride anion, damaging the

anode material and therefore, limiting the efficiency of the cell [7].
2C1" > Cl, +2e" E° =136V (6)

So, stable, selective (towards OER) and active catalysts are required to overcome these
problems. The presence of chloride and neutral to acidic pH at the anode can also lead to
corrosion of the electrode substrate, leading to loss of activity, so as part of this project
substrates for catalysts will also be studied. A variety of catalysts have already been reported
throughout literature looking at the anodic reactions associated with seawater electrolysis.
Some of the catalysts that have demonstrated promise are multi-metallic layered hydroxides,
for example, NiFe layered hydroxides (1.413 V @ 10 mA cm?) and NiCoFe layered
hydroxides (1.5 V @ 10 mA cm) have demonstrated promising performances for OER [8] .
Whilst these catalysts show promise they, along with others, are tested in alkaline conditions
in order to minimize the effect of CO on the activity of OER (as alkaline conditions maximize
the thermodynamic potential difference between OER and CO [8]). When neutral conditions
are considered for SWE the CO reaction is a more prevalent obstacle, due to these other
methods have been explored in order to obtain systems that are selective towards OER, one
such method is introducing a blocking layer. One material which has been identified as a

blocking layer is MnO2 which has demonstrated a selectivity towards OER over CO in SWE
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[9]. This material allows for only HO/OH-" to pass to the catalyst/anodic material and therefore,

can lead to the possibility to limit any chlorine chemistry which could occur at the anode.

Methodology

Synthetic MnO> was created using a hydrothermal method that was taken from literature [10]
in order to synthesize three different morphologies of the MnO electrocatalyst in order to study
if the morphology has an effect on the catalytic activity of the electrocatalyst or the activity of

the material.

Figure 1 - hydrothermal reactor for synthesizing catalyst

The characterization techniques that were employed during the research project will include
both SEM and XRD in order to determine the crystallographic phase as well as the discrete

morphology of each synthetic material.

Following synthesis and physical characterization methods, electrochemical methods will then
be used in order to determine the catalytic activity of the synthesized materials. All techniques
thus far have been carried out utilizing a three-electrode setup (figure 2) with different
substrates used as the working electrode, with Pt coated titanium and a real hydrogen electrode
(RHE) used as the counter and reference electrode respectively. Different substrates were
investigated for the working electrode in order to determine a suitable substrate for the
electrocatalysts as some substrates are not suitable for use in saline environments due to
susceptibility to corrosion. The electrolytes utilized in these experiments were 0.1 M KOH and
0.1 M NaCl.
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Figure 2 - Three electrode setup for analyzing the synthesized materials with Ti foil used as the example working electrode

material.
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Figure 3 - XRD results of the synthesized materials with their labeling for their respective morphologies NW (nanowires), NR

(nanorods) and NS (nanosheet)

Firstly, in order to determine the morphologies and crystallographic nature of the synthesized

MnQ2 catalyst X-ray diffraction and scanning electron microscopy were utilized.
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Figure 4 - SEM results of the 4 materials, A-NS, B-NR and C - NW

The materials phases were then determined using an XRD library database found in the
following paper [11]. The materials were determined to be two alpha phase materials (NR and
NW) and one delta phase material (NS).

The electrochemical results of these materials and substrates are still to be processed but would

be ready for display in March.
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In conclusion in order to test electrocatalysts to find a suitable material to use as a selective

Conclusions

electrocatalyst for OER in seawater electrolysis, three MnO2 materials have been synthesized

and partially characterized and are awaiting electrochemical testing.
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Introduction

One of the most promising possibilities to lead the transition from energy production
techniques based on fossil fuels to zero-emission technologies is Proton Exchange Membrane
Fuel Cell (PEMFC). However, large-scale deployment of PEMFC is still constrained due to
several shortcomings, among which high cost of the cathode catalyst and its stability are the
most prominent ones. Due to their enhanced specific and mass oxygen reduction reaction
(ORR) activity at lower metal loadings, platinum-based alloys stand out among the most
examined catalysts as the preeminent candidates for replacing pure platinum cathode catalysts.
Exploring Pt alloys with late transition metals including Fe, Co, Cu, Ni etc. has been the focus
of substantial study for more than 20 years [1-6]. In addition, recent years have seen the
emergence of a new family of catalytic materials that combine Pt with lanthanide metals like
La, Ce, Gd etc. as well as early transition metals such as Y [7,8] or Sc [9].

Nevertheless, despite many advantages such alloys were found to be more prone to
degradation in comparison to monometallic platinum. A major factor contributing to fuel cell
degradation is the dissolution of cathode catalyst at the operating potentials followed by
secondary catalyst degradation processes such as Ostwald ripening or coalescence [10-12],
which will eventually decrease its active surface area and thus fuel cell performance. The Pt
dissolution itself is a multifaceted process, impacted by various parameters, which has been
extensively investigated [13-19] but dissolution process of alloys is intricately complex given
by the preferential dissolution of non-noble metals. Hence, monitoring of dynamic dissolution
behavior and dealloying of the bimetallic catalysts is of utmost importance to describe the
entire chain of interconnected degradation mechanisms and formulate a comprehensive model
of catalyst degradation that will help to develop a corresponding mitigation strategy leading
toward a more robust catalyst.

This investigation aims to comprehensively analyze the dissolution tendencies and
disparities exhibited by three distinct bimetallic catalysts of platinum-copper (PtCu), platinum-
cobalt (PtCu) and platinum-yttrium (PtY) prepared by the magnetron co-sputtering technique.
This was performed mainly using the scan fluid cell coupled with inductively coupled plasma
spectroscopy (SFC-ICP-MS) technique. This study explores the dissolution of these bimetallic
catalysts during electrochemical cycling at a wide range of potentials focusing on the oxygen
reduction reaction (ORR) potential range and investigating different compositional variations.
The work further explores the progressive evolution of catalysts in terms of their morphology
and composition following the dealloying process, hence uncovering the trend that can guide
the future design of more stable materials.

Methodology

* Corresponding author: mailmeathira96 @gmail.com
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Pt bimetallic alloys were methodically deposited onto glassy carbon substrates utilizing
magnetron co-sputtering via two circular TORUS magnetrons (Kurt J Lesker). These
magnetrons were positioned at a 45%angle relative to the substrate and were employed
alongside dual targets as shown in figure 1. The deposition chamber was pre-evacuated prior
to deposition to attain a pressure of 2 x 10 Pa. The sputtering process was carried out in DC
mode within an Ar atmosphere of 2.6 Pa pressure which we optimized in our previous work
[20]. By manipulating the applied power on Pt target and the corresponding metal targets, Pt-
M alloys of diverse compositions were proficiently deposited.

Sample preparation

-

Pt * 2V = Co/Cu/Y
- \

Depdsitibn pressure of 2.6 Pa M"m of Argon)

Figure 1: Preparation of Pt bimetallic alloys by magnetron co-Sputtering

Sample Characterization
Scan Fluid Cell coupled with Inductive Coupled Plasma Mass Spectrometry

The setup consists of a V-shaped electrochemical scanning flow cell (SFC) outlet
directly hyphenated to the ICP-MS sample introduction mechanism. Thus, dissolved metal ions
in SFC are carried downstream and measured by ICP-MS while electrochemical reactions
occur on the working electrode (Figure 2) and hence cyclic voltammograms and dissolution
spectrograms for the sample in an acidic electrolyte is measured simultaneously [21]. The
experimental setup involved the utilization of a saturated Ag/AgCl electrode (Metrohm) as the
reference electrode, while a glassy carbon rod (HTW Sigradur G) served as the counter
electrode. The contact area of the working electrode was estimated to be around 1.1 mm?. The
electrolyte used in the experiment, 0.1M HCIO4 was freshly generated by combining 70%
Perchloric acid (Suprapur, Merck) with ultra-pure water (Milli-Q 1Q 7000 Merck). The
electrolyte was then flowed at a rate of approximately 200 uL/min while continuously purging
with argon gas. The dissolution was monitored on a NexION 300X (Perkin Elmer) via
calibration from solutions of platinum (Pt), copper (Cu), cobalt (Co) and yttrium (Y) (at
concentrations of 0, 0.5, 1.0, 5.0 pg/L respectively, Certipur Merck) while 10 pg/L of *’Re
for 19pt, 10 pg/L of "“Ge for ®3Cu and *°Co, and 10 pg/L of *>Sc for &Y were utilized as
internal standards.

The electrochemical protocol was initiated with an activation procedure during which
the sample is held at a potential of 0.05 Vrue for 5 minutes. Subsequently, the initial
electrochemical cycling is conducted within a potential range of 0.05 to 0.8VrHEe at a scan rate
of 5 mV/s. After each cycling, the contact is repositioned to a different spot on the sample.
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After the similar activation protocol on each spot, electrochemical cycling is carried out to
different upper potential limits (UPLs) of 1, 1.2, 1.5 Vrue respectively and the dissolution
spectra of each metal is recorded simultaneously.

Inductively coupled plasma mass-spectrometry

Ditector Quadrupole mass filer Ton defiector
: [ '
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Dissolved species A" Plasma

Electrochemistry

0 Reference el 281
X-scan
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€ / !

Catalyst layers Argon To waste

Figure 2: A simplified scheme showing the basic operational principles of SFC-ICP-MS [20]
Results and discussion

Herein, the discussion will be focused on a specific composition (PtsM) of all the alloys
as well as monometallic platinum cycled to an UPL of 1.5 Vrue. Figure 3b illustrates the
different dissolution tendencies of the less noble metals derived from bimetallic alloys namely
Pt3Co, PtzCu and PtsY when cycled from 0.05 to 1.5 Vrre Which simulates the most severe
conditions in real fuel cell device, and on the other hand Figure 3a depicts the simultaneous
dissolution of platinum from the corresponding alloys as well as monometallic platinum.
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Figure 3: Dissolution spectra of (a) Pt from PtsM (M= Co, Cu, Y) and of pure Pt and (b) Co, Cu, Y from PtzM
(M= Co, Cu, Y) during electrochemical dissolution to UPL 1.5 Vgrue

Pt dissolution spectra in Figure 3a show two well resolved peaks for all investigated
samples which are known as anodic and cathodic dissolution peaks [13]. Anodic dissolution
peak occurs during the transition of platinum from metal to oxide during anodic potential scan
whereas cathodic dissolution is related to subsequent oxide reduction during cathodic scan. The
peaks shape and intensities are comparable for all investigated samples.

Figure 3b represents respective dissolution of the less noble metals during the anodic
and cathodic polarizations. All alloys show two different dissolution peaks during the anodic
polarization. The former (peak 1) can be accounted for dissolution of the metal from the surface
and sub-surface regions of the alloy which leads to catalyst dealloying. The latter (peak 2) is
triggered by corresponding anodic dissolution of platinum. The cathodic dissolution (peak 3)
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of these metals is stimulated solely by the cathodic dissolution of platinum which exposes
alloying metal from the bulk leading to its enhanced dissolution. Similar dissolution profiles
of Co and Cu have been reported before [22,23].

It can be clearly seen in Figure 3a that the dissolution spectra of Pt exhibit peak shifts
in the presence of less noble metals with respect to that of monometallic Pt. This shift can be
attributed to multiple factors such as changes in the electrocatalytic property, cohesive energy,
and oxygen adsorption energy due to the alloy formation, which in turn can affect its
dissolution properties [24]. Similarly alloying influence less noble metals like Co, Cu and Y
which alter their dissolution with respect to their monometallic counterpart [25] and exhibit
different dissolution peak potentials with respect to each other.

Further experiments were carried out for all the other compositions of the Pt bimetallic
alloys (PtM and PtM3) and at different potential ranges from 0.05 t0 0.8,1.0 and 1.2 Vrre Which
simulate different operation regimes of real fuel cell device,

Conclusions

PtCo, PtCu, and PtY catalysts with different compositions were prepared by means of
magnetron sputtering and dissolution of constituent elements during potential cycling was
probed using online ICP-MS technique. The dissolution tendencies of the less noble metals
from different bimetallic catalysts showed contrasting behavior with each other. All these
studies were also supported by the morphological and compositional evolution of these
catalysts observed via scanning electron microscopy and energy dispersive Xray spectroscopy
(EDX) respectively and more interpretations of the above results are going on.

It is expected that the results acquired from this study can offer valuable insights into
the process of dissolution of less noble metal and dealloying mechanisms in platinum bi-
metallic catalysts within the operational potential range of the fuel cells and the findings may
contribute significantly to the existing knowledge on the durability and performance of fuel
cell catalysts.
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Introduction

The driving force of research in this area is fueled by the environmental impact of NOx
pollution, caused by the transport sector emissions. In particular, diesel engine exhaust gasses
are a major contributor, amounting to over 50 % to the total NOx emissions [1]. Despite
growing efforts in legislation [2] and technology advancements for NOx aftertreatment [3],
the so-called cold start remains a concern that has not yet been addressed sufficiently. The
problem is especially prominent during the running of a cold engine, when the passenger car
emits approximately 10 - 18 times more NOXx than it is foreseen as per Euro6 limit [4]. This is
directly caused by the operating temperatures of the exhaust gas aftertreatment (EGA) of the
NOx selective catalyst (SC). Currently, the NOx conversion happens at temperatures between
200 - 400 °C [5], often not reached during urban driving conditions. To lower the SC effective
temperature range below 200 °C, and simultaneously increase the catalyst NOx conversion
rate, we propose implementing a small, onboard electrolyzer, supporting the EGA with H2-
deNOx system, enabling efficient SC operation between approximately 100°C and 200°C.
Our solution aims to produce both ammonia and hydrogen that would be mixed in with the
exhaust gasses at specific points of the catalyst units, to aid NOx emission reduction during
cold engine periods e.g. congested city driving. The working principle of H2-deNOx is shown
in Figure 1.
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Figure 1. Schematic of the H2-deNOx system integration into the existing exhaust gas aftertreatment line.

The objective of this research is to simultaneously produce hydrogen and ammonia via
electrolysis of high concentration urea solutions. The most straightforward option for the

* Corresponding author: tobias.morawietz@dlIr.de
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electrolyte is an already existing source of urea rich solution in the car - diesel exhaust fluid
(DEF), also known as AdBlue.

A vast majority of the research in the urea electrolysis sector is focused on hydrogen
production from low urea concentration e.g. wastewater, due to overpotential reduction
compared to water electrolysis [6] [7]. However, the urea oxidation reaction leads to nitrogen
and carbon-dioxide production at the anode, whereas in our case, we aim for a pathway to
create ammonia. The feasibility of urea hydrolysis to ammonia has been first reported by G.
Botte et.al., in 2015, where they introduced a novel electrochemically induced method for
ammonia synthesis from urea (eU2A) [8]. Later, in 2017, they proposed the responsible
electrochemical mechanisms of eU2A and pointed out that catalyst conversion from Ni** to
Ni** directly enables the urea hydrolysis reaction [9]. These findings establish a foundation
for investigating electrochemically induced production of ammonia from urea.

Methodology

After conducting literature research, the main boundary conditions were identified.
Specifically, it was found that a Nickel-based anode catalyst is required for urea
decomposition into ammonia, and the OH" transfer must be provided, which can be facilitated
through the use of an AEM. Another viable method for generating ammonia via urea
electrolysis supported hydrolysis involves the use of a bipolar membrane. Layering membrane
electrode assemblies consisting of a proton exchange membrane and an anion exchange
membrane might offer a promising approach to investigate as a competing technique against
an AEM electrolyzer, with the aim of diminishing the overpotential of water splitting.
Additionally, ammonia production is influenced by parameters such as temperature, voltage
of the cell, and the pH of the electrolyte. We will methodically elucidate each step involved in
creating a functioning cell that produces sufficient amounts of ammonia and hydrogen for use
in the NOXx selective catalyst.

Initially, we carried out catalyst screening using a rotating disc electrode (RDE) setup for
specific Ni-based catalysts with different electrolytes at room temperature. The catalyst inks
consistently contained 20 wt.% of Nafion ionomer to ensure proper particle binding, however,
solvent ratios were adjusted, when required, for optimal catalyst dispersion. The samples were
electrochemically analysed under nitrogen purging conditions in pure AdBlue, AdBlue + 0.1
M KOH, AdBlue + 1 M KOH, and 1 M KOH.

Subsequently, we focused on electrode preparation and its implications for the cell
performance. The electrodes were prepared via airbrush spraying of the catalyst ink and its
deposition on either a membrane, creating a catalyst coated membrane (CCM), or on a porous
substrate, making a catalyst coated substrate (CCS). It needed to be recognised, that when
creating a CCM on an AEM, the temperature during spraying had to be close to atmospheric,
to prevent the ionomer degradation. This led to alcohol-based ink compositions with low
water content allowing for faster evaporation and preventing the membrane swelling.
Moreover, further parameters of electrode preparation had to be investigated, such as ink
water content, catalyst deposition temperature, hot pressing, ionomer content at the anode and
cathode, and lastly ionomer layering in the catalyst layer. All these parameters have a direct
impact on performance, creating different catalyst nanostructures.

In order to qualitatively compare the performance of prepared electrodes, a single cell
electrolysis testbench was used with an active surface area of 4 cm?. For this, all testbench
operating parameters like temperature and flow were fixed, only the working electrolyte could
be replaced. Additionally, only standard (reference at DLR) stainless steel components were
used for the bipolar plates and PTLs, Spectacarb 2050A-1050 carbon paper was used on the
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cathode side of the membrane electrode assembly (MEA), and a nickel sintered metal fibre
felt from Bekaert type 2Ni06-020 was used on the anode side of the MEA. All reference cells
had been compressed with the same torque allowing comparability. For further
standardisation purposes, we created cell activation protocols and defined specific points for
representable performance measurements. This way optimum ink loading and electrode
preparation techniques were defined. The same methodology was used for a comparative
performance measurements of additional cell functional elements such as AEM kind and
thickness (various companies), BPP material, PTL structure and material. The existing setup
was enhanced by a reference hydrogen electrode (RHE) — 3 electrode setup, allowing for a
separate electrochemical characterisation of cell’ anode and cathode. The aim of such analysis
is to define the influence of the anodic and cathodic catalysts independently.

As previously mentioned, a bipolar membrane (BPM) can be employed in a urea electrolyser
to produce ammonia and hydrogen. Based on the anode MEA results from the AEM
characterisation, and the PEM water electrolysis state of the art for cathode, we will try to
optimise the interlayer. For a comparative BPM characterisation, a single cell setup will be
employed again. Finally, to compare the viability of BPM against AEM urea electrolyser, the
most promising cell setups will be further optimised individually by controlling the anode and
cathode electrolyte flow as well as setting the maximum possible compression (functional
materials dependent). Additionally, we will use a differential electrochemical mass
spectrometry (DEMS) technique to link the performance results with ammonia production
capabilities of promising cells.

Discussion

Through RDE tests, we discovered that pure Nickel is an extremely active catalyst for pure
AdBlue. This was also observed in the single cell electrolysis testbench with nickel functional
components. Nevertheless, after the cell was disassembled, it became apparent that nickel
oxidation had occurred not only at the catalyst but also on the anode PTL and anode BPP,
resulting in erosion marks and structural damage of the cell. The findings suggest that for pure
AdBlue operation, nickel components should be avoided within the electrolysis cell, and
instead stainless steel could be used. However, if KOH is added to the electrolyte, significant
prevention of nickel oxidation of the anode side BPP and PTL is observed in solutions
starting from 0.1 M KOH + AdBlue. Furthermore, NiFe catalysts demonstrate superior
performance in comparison to Ni catalysts once the pH level is raised above ca. 9 pH
(AdBlue) to ca. 13 pH.

Due to the corrosive nature of potassium hydroxide, it is advisable to avoid high
concentrations of the substance in the final use case. One potential solution is the
implementation of a bipolar membrane, which could reduce the concentration of potassium
hydroxide without compromising the current density. Another option could be to use an
immobilised KOH electrolyte, such as a poly gel electrolyte [10]. This method offers inherent
system safety benefits and is therefore a viable option to consider.

In addition, the single cell tests performed in a three-electrode setup have revealed that high
overpotential stems from both the anode and the cathode. Therefore, making it necessary to
optimise the cathode membrane-electrode assembly, including catalyst selection. To date, we
have compared the platinum-based catalyst with NiFe or MoCa, with the latter displaying best
performance so far. It is possible that platinum-based hydrogen evolving catalyst for urea
electrolysis may not be the most effective choice. In forthcoming studies, we will assess the
activity and stability of selected cathode catalysts.
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Conclusions

The trend toward powertrain hybridization lowers engine temperatures and increases cold-
running characteristics, making it unsuitable for exhaust aftertreatment with existing SCR-
systems. To counteract this, the introduction of an onboard electrolyzer capable of producing
hydrogen and ammonia is proposed. Via a H2-deNOx, the conversion of NOx to N2 and
water can be performed at temperatures as low as 80 °C. This technology foresees the use of
DEF as a urea-rich electrolyte, providing a safe and energy-efficient solution that can be
easily integrated into existing exhaust lines. In addition, deposits are counteracted by the non-
direct injection of DEF.

The initial single cell results show a high overvoltage originating from both the anode and
cathode reactions, as well as a rapid degradation rate that depends on the electrolyte and
operating conditions. Based on the research results at the MEA and cell levels, a number of
improvements are proposed and will be investigated experimentally in the future.
Consequently, further performance improvement should be pursued, as well as the
development of an operation strategy aimed at stable operation. In addition, the use of the
bipolar membrane for hydrogen and ammonia production from urea has been successfully
investigated. Future steps of BPM optimization will include interlayer design and AEM-PEM
assembly techniques. Functional BPM would allow reduction of KOH concentration.
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Introduction

High-temperature fuel cells, HTFCs, membranes mainly consist of polybenzimidazoles (PBI),
a basic polymer characterised by an aromatic structure and the presence of a aminated group,
which is mainly involved in the proton conduction mechanism. The synthesis reaction for this
material was developed in the 1960s and consists of a condensation polymerization process
between 3,3'-diaminobenzidine and terephthalic acid. Over the past 10 years, PBI has been
widely studied and used due to its ability to interact with strong acids [1]. For this reason, PBI
membranes are generally 'doped' with appropriate molecules and/or fillers in order to achieve
better performance than Low Temperature Fuel Cells (LTFCs) materials. The impregnation of
PBI in phosphoric acid (PA) is the technique mainly used for HTFCs as it makes the material
ductile and highly conductive. The acid serves as a proton carrier, facilitating the proton
hopping within the membrane, which is crucial for the functioning of the cell [2]. Nowadays,
PBI is commercially available as a membrane obtained by a cast solvent method. However,
solution-cast phosphoric acid-doped PBI proton exchange membranes have some
disadvantages that can negatively affect their long-term durability and performance, including
(a) high acid adsorption, which can lead to swelling reducing mechanical stability [1]; (b) a
difficult production process, as solution casting requires hazardous solvents and careful control
of the production and drying processes to achieve a uniform thickness; (c) mechanical fragility.
In order to contribute to the development of efficient and durable phosphoric acid-doped PBI-
based Proton Exchange Membranes (PEM) with improved performances, in this contribution
we want to explore the characteristics and properties of membranes obtained using the
electrospinning technique.

Corresponding author: emmanuel.degregorio001@studenti.uniparthenope.it
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These new electrospun membranes could provide several advantages compared to those
obtained by solvent casting. In particular, electrospinning could allow precise control of
membrane morphology and thickness: by adjusting parameters such as polymer concentration,
solvent composition, and electrospinning conditions, the membrane’s fiber diameter, pore size,
and overall structure can be tailored to specific requirements. Moreover, electrospun
membranes could offer a significantly larger surface area compared to conventional casting
methods, thus facilitating the impregnation and retention of phosphoric acid, which is essential
for the proton conduction mechanism. Finally, electrospinning will allow the creation of a
highly interconnected network of ultrafine fibres, typically in the nanometer range [3]. This
will result in a high surface area-to-volume ratio, which will promote efficient proton
conduction through the membrane. This morphology will also result in improved mechanical
properties of the material, as the fibrous structure, with aligned and/or interconnected fibres,
will provide high tensile strength and good flexibility, ensuring the integrity of the membrane
during operation. Starting from these materials, it is possible to develop a mathematical Design
of Experiment (DOE) model from which a correlation between the various electrospinning
parameters could be noticed, selecting the most influential one in the entire process. This model
can be coupled with an Analysis of Variance (ANOVA regression), which gives a clear idea
of which factors most affect the production of these materials.

Methodology

Electrospinning is an electro-fluid-dynamic process in which a drop of liquid is electrified to
generate a jet which, subjected to various stretching processes, is stretched to generate fibers.
A classic experimental setup for electrospinning tests includes a high-voltage power supply, a
syringe pump, an ejector (usually a hypodermic needle with a blunt tip) and a conductive
collector. The power supply can be either a direct current or an alternating current. During
electrospinning, the liquid is extruded from the needle to produce a pendant drop as a result of
surface tension. Upon electrification, the electrostatic repulsion between surface charges
having the same sign deforms the droplet into a Taylor cone, from which a charged jet is
ejected. The jet initially develops in a straight line and then undergoes vigorous lashing
movements due to bending instabilities. As the jet is stretched into finer diameters, it rapidly
solidifies, leading to the deposition of solid fibers on the manifold. In general, the
electrospinning process can be divided into four consecutive stages:

- Electrification of the liquid droplet and formation of the Taylor cone;

- Extension of the charged jet along a straight line;

- Thinning of the jet in the presence of an electric field and growth of the electric bending

instability (whipping instability);
- Solidification and collection of the jet as solid fibers on a manifold [4].
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Figure 1 - Experimental setup of the electrospinning technique

Polybenzimidazole (poly-[2,2-(m-phenylene)-5,5-bibenzimidazole]) (PBI) based membranes
have received wide attention, as they are capable of increasing temperature tolerance compared
to materials conventionally used in PEM Fuel Cells systems; this is due to the excellent
chemical and thermal stability of PBI. The fabrication of electrospun PBI nanofibres was first
reported by Kim et al. [5] and, over the past few years, has been improved and further
implemented. Specifically, the effect of polymer concentration and process parameters on the
morphology and size of PBI nanofibres has been examined. Through a software elaboration, it
was possible to define the mathematical model that most closely matched the experimental
data. Starting from this model, it was possible to understand the main interactions between the
different factors.

Discussion

Starting from a commercial PBI solution (S26, PBI Product©, Charlotte, US), several polymer
solutions have been obtained at different concentrations by dilution in dimethylacetamide
(DMACc). The modulation of operating parameters such as voltage, flow rate, needle-collector
distance, temperature, and relative humidity (RH) made it possible to obtain several membrane
specimens, whose morphology was studied by Scanning Electron Microscopy (SEM) (Fig.2).



H

2024

Figure 2 — Nano fibrous structure evolution by varying Voltage (V), Temperature (T) and Humidity (RH): A)
V=20kV; T=25°C; RH=36% - B) V= 15kV; T=35°C; RH=25% - C) V=20 kV; T=40 °C; RH=26% - D) V=20
kV; T=45 °C; RH=20%

The performed tests, despite being very preliminary, already show the influence of the explored
operating parameters on the structure of the membrane. It is possible to note a strong correlation
between the morphological characteristics of the membranes and the temperature and humidity
at which the experiment was conducted. At room temperature (25°C) and humidity (36%), PBI
does not present a well-defined fibrous structure, indeed, the polymer chains are agglomerated
in clusters due to poor evaporation of the solvent. Instead, tests carried out at higher
temperatures (between 35 and 45 °C) and variable humidity (20-26%) show an incipient fibrous
structure with fiber diameters varying in the nanometer range. However, a discontinuous
structure is evident, which can be attributed to the high viscosity of the polymer solution and,
consequently, the different behavior of the fluid in the electrification process.

It is worth pointing out that from a preliminary DOE analysis, it is already possible to identify
the main parameters influencing the electrospinning process. In Figure 3a, the interaction
between temperature and humidity is visible from the intersection of the straight line referring
to the effects derived from the developed mathematical model. This model was made starting
from the SEM images of the samples and presents as output the average fiber diameter obtained
for each test. Figure 3b shows the quasi-linear trend for the residual distribution of our model
as a function of probability. The good agreement between the experimental data and the
model’s calculated ones returns an R? close to unity, defining a good correlation between the
various factors. Hence, increasing temperature and varying humidity allow the obtainment of
a fibrous structure, which can be further improved through optimization of the operating
parameters.



2024 =—|
a b
20.0 4
TO 0.01 »
T (+) : /
— 19.5 -
- 0.00 - u i
& 1904 -0.01
=y @
E 18.5 4 é -0.02 A a®
= [7} "
I [0} -
g 18.0 © 0,034 .
&
[0] -0.04 4 |
X 175 P
| -0.05 R?=0.97
17.0 4 ! .
, . . . . -0.06 +—— ; . . . .
0.52 0.54 0.56 0.58 0.60 0.0 0.2 0.4 0.6 0.8 1.0
Temperature effect [-] Probability P(i)
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Conclusions

A preliminary DOE analysis aimed at understanding the main parameters influencing the
electrospinning process has been performed. Further optimization of the experimental
conditions for the obtainment of PBI fibers will be performed by using the DOE approach and
the ANOVA statistical regression, to identify the main process parameters that influence the
chemical and morphological characteristics of the desired material. Afterwards, the resulting
materials will be doped with phosphoric acid and their electrochemical properties will be tested
through proton conductivity and impedance analysis (EIS), comparing their performance with
that of commercially used PBI membranes.

References

[1] «<EFFECT OF CELL SIZE IN METAL FOAM INSERTED TO THE AIR CHANNEL OF POLYMER
ELECTROLYTE MEMBRANE FUEL CELL FOR HIGH PERFORMANCE»,

doi: ttps://doi.org/10.1016/j.renene.2017.08.085

[2] «ELECTROSPINNING OF NANOFIBERS: REINVENTING THE WHEELy,
doi: https://doi.org/10.1002/adma.200400719

[3] «CO TOLERANCE IN PBI/H;PO4s POLYMER ELECTROLYTE FUEL CELLS»,
doi: 10.1149/200231.0440PV

[4] «<xADVANCES IN THREE-DIMENSIONAL NANOFIBROUS MACROSTRUCTURES VIA
ELECTROSPINNING»,

doi: https://doi.org/10.1016/j.progpolymsci.2013.06.002

[5] «FUEL CELL MEMBRANE CHARACTERIZATIONS»,



H

2024

doi: https://doi.org/10.1080/15583724.2015.1011275

[6] «<FABRICATION AND CHARACTERIZATION OF CROSS-LINKED POLYBENZIMIDAZOLE BASED
MEMBRANES FOR HIGH TEMPERATURE PEM FUEL CELLS»,

doi: https://doi.org/10.1016/j.electacta.2017.05.111

[7] «A COMPREHENSIVE REVIEW OF PBI-BASED HIGH TEMPERATURE PEM FUEL CELLSy,
doi: https://doi.org/10.1016/j.ijhydene.2016.09.024



H

Energetic, Environmental, and Material Criticality Evaluation of
Hydrogen Production via Water Electrolysis

Elke Schropp® and Matthias Gaderer*

1 Technical University of Munich, Professorship of Regenerative Energy Systems, Schulgasse 16, 94315
Straubing, Germany

Introduction

Climate change is considered one of the most pressing issues facing humanity today. In order
to limit climate change, several measures have been taken and green technologies have evolved
and developed in the recent decades. One technology that is attracting a lot of interest due to
its promising potential to help limit climate change is hydrogen production based on
electrolytic water splitting. The importance of electrolytic hydrogen production from water is
emphasized by the targets set out in the European Hydrogen Strategy (EHS): as hydrogen via
water electrolysis is seen as crucial for carbon neutrality in 2050, 6 GW of water electrolysis
capacity is to be installed in the European Union by 2024 and 40 GW by 2030 [1].

Since the first successful attempts at electrolytic water splitting in 1789 [2], many different
electrolysis processes have evolved, of which the four technologies shown in Figure 1 are
considered the most important.
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Figure 1: Schematic structure of alkaline electrolysis (AEL), anion exchange membrane electrolysis (AEMEL),
proton exchange membrane electrolysis (PEMEL), and solid oxide electrolysis (SOEL); adapted from [2]



H

These technologies differ in electrolytes, separators, operating temperature and pressure,
efficiency, material and more aspects [2]. As mentioned before, the target behind hydrogen
production via water electrolysis is to help limit climate change. To achieve this, water
electrolysis technologies should produce hydrogen with the least possible impact on climate
change. In addition, other environmental impact categories, such as ozone depletion and
acidification, must also be considered to avoid burden shifting. To evaluate the main water
electrolysis technologies in terms of their holistic environmental performance, a life cycle
assessment approach is applied. Due to the transition of the energy supply from a fossil fuel
dependent to a materials dependent system, concerns about material criticality are being raised
[3]. Therefore, in addition to the environmental performance, the material criticality
performance will play an important role in whether or not a technology will prevail.

Methodology

In order to compare different hydrogen production technologies based on water electrolysis in
terms of energetic, environmental, and material criticality concerns, assessment methods are
introduced in the following section. Finally, the multi-criteria optimization aims to find the
most promising technology regarding the afore mentioned criteria, i. e. energy, environment,
and material criticality.

1. Energetic Simulation via Mathematical Modeling

Mathematical modeling is a crucial tool to understand the physicochemical processes taking
place in water electrolysis cells [4]. Understanding the processes within the electrolysis cell
provides the opportunity to analyze the impacts of various parameters, e.g. operating
temperature and pressure, on the cells behavior and to optimize energy management, operation
conditions, as well as cell shape and size accordingly [5, 6]. From an electrochemical point of
view, the behavior of a cell is described by the current-voltage characteristics, where the cell
voltage (E,.;) is defined as [7]:

Ecett = Evev + Nace + Vornm + Nairf

The reversible cell potential (E,.,) is the minimum voltage that must be applied to the cell in
order to perform electrochemical water splitting, the activation overpotential (1) represents
the activation energies that must be overcome to start the hydrogen evolution reaction and
oxygen evolution reaction, respectively, the ohmic voltage losses (V,,.n) are caused by
electrical resistances of the different cell components, and the diffusion potential (14,5 5) results
from mass transport limitations [7]. These mechanisms define the current-voltage
characteristics of the cell and are functions of several parameters, like temperature, pressure,
current density, cell configuration, and material characteristics. Such mathematical models are
being developed for the major electrolysis technologies to allow evaluation and optimization
of operation and comparison of the operating characteristics of the different technologies.

2. Life Cycle Assessment

The aim of the life cycle assessment (LCA) methodology is to assess the environmental impacts
of a product along its entire life cycle. This methodology is outlined in DIN EN ISO standards
14040 and 14044 [8, 9] and, according to these standards, comprises four steps: (i) goal and
scope definition, (ii) inventory analysis, (iii) impact assessment, and (vi) interpretation. While
many different LCA approaches have evolved in the recent years, this work focuses on the
prospective life cycle assessment (pLCA) approach. The pLCA method’s target is to assess
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emerging technologies that are at an early stage of development in order to provide data on the
potential environmental impacts in a more distant future when a higher level of technology
readiness has been achieved [10]. Due to the immaturity of large-scale hydrogen production
technologies and the forward-looking approach, the pLCA’s complexity is different compared
to conventional LCA, which takes a retrospective view on systems [11]. Concerns associated
with pLCA are, for example, lack of data and inherent uncertainties of the technology’s
development. Nonetheless, insights into the environmental impacts of technologies in early
development phases are crucial because these phases have the most degrees of freedom in
development [12] and thus the greatest leverage to avoid potential unintended impacts [13].

3. Material Criticality Assessment

In general, material criticality assessment (MCA) evaluates the probability of a supply
disruption of a material and the vulnerability of an economic system to this disruption [14].
Due to the transition from a fossil fuel-intensive to a material-intensive energy system, MCA
recently attracts wide attention [3]. The growing interest leads to the development of a variety
of methodologies and indicators that encompass different assessment levels, temporal scopes,
materials, and further aspects such as geopolitical and social concerns. A closer look at the
different assessment levels shows that the criticality score of a product, technology, company,
country or region, or at a global level can be evaluated using MCA [14].

In this work, the material criticality is assessed using a product-level MCA approach, as it
provides information that can guide product development and material selection towards lower
criticality [15]. The two product-level MCA methods considered are:

0] SH2E criticality indicator based on the European Commission MCA framework
[16] and developed in the SH2E project [17]: This methodology aims to assign a
“unitary supply risk” factor to each material included in the European list of critical
raw materials [16], incorporating domestic production as a factor to reduce the
supply risk.

(i)  GeoPolRisk Midpoint indicator developed by Gemechu et al. [18] and refined by
Santillan-Saldivar et al. [19]: In this method, the supply risk potential of materials
IS represented in monetary units.

4. Multi-Criteria Optimization

The preceding assessments, i.e. energetic simulation, pLCA, and MCA, provide information
on the energetic, environmental, and criticality performance of different electrolysis
technologies. Although the results of the technologies in each assessment can be easily
compared, a comparison of the individual assessments does not necessarily lead to an overall
conclusion which technology is the best in a considered case. A common approach to define
the best technology, i.e. the optimum, is to introduce weighting factors for the different
objectives in order to sum up the results to a single value that can be subsequently optimized.
However, this approach makes it necessary to decide for a set of weighting factors beforehand.
Since the choice can be made in many different ways, different sets of weighting factors should
be studied in terms of their effects on the results, which makes this approach empirical and
iterative in practice. As a result, efforts have been made to develop more systematic and
efficient algorithms, multi-purpose numerical tools, and other methods to determine optimal
solutions [20].
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Discussion

For the four main electrolysis technologies, i.e. AEL, AEMEL, PEMEL, and SOEL, the before
mentioned assessments are carried out. The mathematical modeling of the electrolysis
technologies provides information on the electrochemical behavior and the current-voltage
characteristics, which allows for statements on the efficiency of each technology in certain
operation modes and an optimization of operation. Based on this, conclusions can be drawn as
to which technology is most efficient in a particular required operation mode, e.g. for space-
constrained applications at the highest current densities. However, it is assumed that different
technologies are advantageous for different operational conditions and requirements. Aspects
that are expected to affect the choice of technology are, for example, the availability of waste
heat, the flexibility requirements, the space offer, and safety requirements. Nonetheless, apart
from technical aspects, environmental and material criticality effects must be considered in the
choice of the most appropriate electrolysis technology in a particular operation mode. These
aspects are evaluated using the pLCA and the MCA approach. With the help of pLCA not only
the environmental impacts in terms of global warming are assessed, but also a variety of other
categories such as ozone layer depletion, water use, and land use are considered. For most
categories, the pLCA results show a strong correlation with the impacts associated with the
electricity that is fed to the electrolysis. This means that the environmental impacts of hydrogen
production based on water electrolysis are strongly dominated by the electricity required for
the operation even if it will be operated with renewable energy. However, such a future-
oriented pLCA approach incorporates high uncertainty due to many future unknowns, such as
the technological development of both electrolysis and electrical power systems. Thus, the
evaluation of different scenarios, e.g. representing low, moderate, and high hydrogen market
penetration, could give broader insights into potential future developments and their
environmental implications. Concerns about material criticality currently exist primarily in the
context of PEMEL, as this technology relies on the use of platinum group metals (PGMs),
which are now considered particularly critical. Considering a huge expansion of water
electrolysis, it is questionable whether PEMEL is the technology of choice, as a massive
expansion of PEMEL would be accompanied by a huge increase in PGM demand. This could
lead to sharply rising prices, which in turn would make the PEMEL less attractive or would
result in a substitution of materials, which would affect the technical performance. However,
the material criticality is assessed based on material supply chain as they are nowadays. For a
future perspective, information on the future supply situation, e.g. additional supplying
countries, changed political situations in the supplying countries, and price development, of
the different materials are required. A prospective MCA would be subject to such a high degree
of uncertainty that this approach is not being pursued at this time. Another aspect that affects
material criticality is recycling of materials as it reduces criticality, in general.

As the brief discussion on results shows, there are several criteria that influence the choice of
an optimal electrolysis technology under certain circumstances and that there is not one
technology that provides best performance in all considered assessments. Thus, the aim of the
multi-criteria optimization is to find the optimum technology, i.e. the technology that provides
best comprise considering the before generated energy-, environment- and material criticality-
related findings for particular situations. However, depending on the results obtained by the
before described assessments, the method for handling the multiple criteria must thoroughly be
chosen. Basically, there are two opposing aspects that affect the choice of a method:
informative value and computational effort. Considering the intended statements, the method
that represents the best compromise between these two aspects must be found. Finally, this
allows for statements on which technology is the best considering energetic, environmental,
and material criticality belongings under given circumstances.
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Conclusions

Hydrogen production based on water electrolysis is considered a key technology in limiting
global warming. However, various types of water electrolysis have developed in recent
decades, with AEL, AEMEL, PEMEL, and SOEL being the most important technologies today.
None of these technologies has yet gained market dominance, and the trend toward any of them
is not yet foreseeable. Thus, in this work the four named technologies are evaluated in terms
of their energetic, environmental, and material criticality performance. It is not expected that
one of these technologies will perform best for all criteria, which is why different technologies
represent the optimal solution under different preconditions and requirements. In order to
unleash the full potential of each technology, it must be used under suitable conditions. This
work presents the respective operation modes with best energetic, environmental, and material-
criticality performance for the named technologies. Furthermore, the work shows that the use
of certain electrolysis technologies should be avoided under certain circumstances due to
unfavorable energetic, environmental, or material-criticality properties. Nonetheless, there are
ways to use the different water electrolysis technologies for hydrogen production in such a way
that a significant contribution to climate neutrality in 2050 can be expected.
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Introduction

The increase in global energy demand along with the pollution caused by the use of fossil
fuels has sent a clear message to use a clean and renewable energy source. The use of
hydrogen gas along with other renewable energy sources such as solar and wind energy is
the most promising way to provide sufficient energy [1]-[3]. Hydrogen is the most abundant
eleme