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Addressing Legal Challenges in the Deployment of Hydrogen for 
Industrial Applications 

Álvaro Martín Morán11, 

1THERESA Project PhD researcher at Universitat Rovira i Virgili 

Introduction 

Hydrogen usage as an energy carrier offers the potential to environmentally revamp 
industrial sectors traditionally heavily reliant on fossil fuels, often referred to as 'hard to 
abate' sectors. While the basic use of hydrogen has been known for a long time, today's 
technical innovation and geopolitical momentum provide the perfect conditions for large-
scale hydrogen deployment. Environmental concerns and emission targets are driving the 
shift towards a carbon-neutral economy [1]. Furthermore, the current geopolitical landscape 
highlights the importance of strategic autonomy. The use of hydrogen can address both of 
these concerns, making its deployment a key element to achieve the decarbonization 
objectives [2].  

The generation of hydrogen can take various forms, not all of which are carbon neutral. 
Currently, numerous opportunities exist for producing clean hydrogen, ranging from 
electrolysis powered by green electricity to production from waste and biomass. [2] To meet 
our climate objectives, the focus should be made on carbon neutral hydrogen sources [3].  

In contrast to the linear economy, which revolves around production, use, and disposal, the 
concept of a circular economy emphasizes recycling, reuse, and repurposing of materials. 
This approach reduces the demand for raw materials without impeding economic growth  

[4]. 

Not all impediments for the deployment of a hydrogen economy are technical. Numerous 
legal barriers hinder the adoption of hydrogen as a more sustainable model [5]. Barriers range 
from the inadequacy of existing regulations, which often do not align with the unique 
characteristics of hydrogen, to measures that obstruct the full utilization of this versatile 
energy carrier [6]. 

Hydrogen has a dual relationship with industry, as it is both produced and used by industrial 
processes [7]. Production of hydrogen primarily derives from an industrial process, 
regardless of it being hydrolysis, steam methane reforming or fermentation [8]. 

 Corresponding author: alvaro.martin@urv.cat 
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Consequently, the regulation governing its production requires different considerations than 
those essential for subsequent industrial applications [9], such as the production of hydrogen 
from waste materials or as a byproduct of other processes [10]. Nonetheless, common 
concerns exist that serve as central issues when addressing the deployment of a hydrogen-
based economy [11], particularly in terms of regulations related to transportation and storage 

[12]. 

Methodology 

This is a legal research work focusing on a legal analysis of the existing regulation. The work 
aims at retrieving, identifying, and categorizing the current and planned regulation in the matter 
at European level. The main legal instruments that will be examined are the ones dealing with 
Hydrogen and the ones relating to the Circular Economy [13].  

The justification of examining only elements at EU level comes from the fact that the EU has 
been very active in the matter and that the EU regulation determines the direction of all the 
national legislation of its member states. No national transposition of EU law nor international 
legislation will be examined. However, some pieces of upcoming EU legislation will be 
analyzed to provide a better understanding of the upcoming issues.  

It should be noted that this work will explore the legal barriers for the deployment of a Circular 
Economy based on the use of hydrogen in the framework of the decarbonisation objectives and 
the accomplishment of a Just transition [14]. Additionally, the framework of planetary 
boundaries will be used to justify the necessity of a Circular Economy.  

Discussion 

The expected outcome of this paper is to produce a map of the current and upcoming regulation 
governing the use of hydrogen in the framework of the circular economy, such as production 
of hydrogen from waste like plastics, renewable sources such as biomass or from other 
industrial processes such as water treatment [10]. This will allow to identify the main 
bottlenecks of the regulation and the areas where regulation is missing. 

The main legal instruments analyzed for the purpose of this work will be the EU strategies for 
a Climate Neutral Europe [2] and the Repower EU plan [3] and the New Circular Economy 
Action plan [15], along with the current regulation on the gas [16] and electricity directives 
[17] and the current proposal for new gas and hydrogen Directive [6]. Other relevant documents
are the directive on waste management that is also relevant for the Circular Economy [18].

Conclusions 

Legal uncertainty and poorly adapted regulation represent one of the main obstacles for the 
adoption of hydrogen on an industry wide basis, hindering investment and creating a 
dependence on financial aid for innovation. While technology advances bringing costs of new 
processes down [10], the regulation needs to be adapted to provide a stable framework.  

However, there is some regulatory innovation underway [8]. The pace of innovation may be 
faster than the legislator and sometimes clash with health and safety regulations or with 
stablished principles such as precaution. 
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Advanced characterization of densified cryogenic

hydrogen

Lorenzo Vallisa ∗1, Delphine Laboureur1, Maria Teresa Scelzo 2, Michel De Paepe3

1Department of Environmental and Applied Fluid Dynamics, von Karman Institute for Fluid Dynamics
2Aeronautics and Aerospace Department, von Karman Institute for Fluid Dynamics

3 Department of Electromechanical, Systems and Metal Engineering, Ghent University

Introduction

This work wants to investigate one of the most critical topic related to hydrogen technologies: the
improvement of storage efficiency. Due to its very low volumetric energy density [7] it is in fact a
challenge to store hydrogen in limited sized tanks in gaseous form. A possible solution to tackle this
issue is to densify hydrogen to its slush state: a multi-phase mixture of vapor, liquid and solid crystals
near the thermodynamic triple point temperature. At slush state, hydrogen gains a significant 15 % of
higher volumetric energy density and 18 % lower enthalpy with respect to the single-phase liquid state,
resulting thus in a better resistance against boil-offs and heat losses [2]. With the current limits and
safety standards required to run experimental campaign with hydrogen, computational fluid dynamics
offers a viable alternative to investigate the physics of slush hydrogen. This research project ambitiously
aims at formulating a robust numerical solver able to simulate the complex dynamics of slush hydrogen to
optimize the design of storage tanks. Hydrogen at slush state provides non-trivial modelling challenges
as crystals are arbitrarily shaped. Their complex geometry in fact strongly influence the exchange of
heat between solid and liquid phase and hence the thermal stratification inside the storage tank. The
project foresees the realisation of a particle laden Lagrangian-based multi-phase solver not only able to
accurately reproduce the particle-fluid thermal and dynamical interaction but also to account for the
melting of crystals, given their not trivial geometrical configuration.

Methodology

The presented numerical model is able to resolve the particle-fluid and particle-particle interactions
by means of an Immersed Boundary Method (IBM) [5]. The IBM defines the boundary of a solid object
immersed in the fluid domain through so called Lagrangian points, entities independent from the grid
points where the flow field is solved. An Indicator Function I encodes the surface boundary of the solid
object at the fluid grid points, and its values range from 0 (fluid domain) to 1 (solid domain). At the
interface cells a Pyramid Decomposition Method, proposed in the work of Zhang [11], is used to compute
the local solid volume fraction, transforming hence the Indicator Function I into a Volume of Fluid ϕ field
variable, linearly interpolating values across the solid boundary from 0 to 1. According to Fadlun et al.
[3] a first-order accurate direct-forcing approach is used to exchange information between the solid and
the fluid part, the coupling force is scaled with the ϕ value of the solid volume fraction on the Eulerian
grid points:

f = ϕ
UP − Uf

∆t
(1)

where UP and Uf are the particle and fluid velocity at fluid grid cell. The momentum equation for
incompressible and thermo-buoyant flow is hence re-written to account for the coupling forcing term f :

∂u

∂t
+ ∇(u⊗ u) = −∇p

ρ0
− ν∆u + ρ(1 + β(T − TRef))g +

f

ρ0
(2)

in which the buoyant term ρ(1 + β(T − TRef))g is derived by using the Boussinesq approximation. Equa-
tion 2 is solved using a fractional-step approach: an intermediate velocity is firstly computed excluding

∗Corresponding author: lorenzo.vallisa@vki.ac.be
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contribution of volume force, pressure and density gradients due to buoyancy. Secondly, by enforcing
incompressibility, a Poisson equation for pressure is obtained. The final velocity corrected with the re-
sulting pressure gradients. Accuracy and stability are ensured by looping over the pressure computation-
prediction step (PISO). Particle dynamics is solved in a semi-implicit way as in the work from Tschigale
et al. [9]:

un = (mp + ml)
−1(mpu

n−1 +

∫

L

udV + [

∫

ΩP

ρfudV ]nn−1 + ∆tVP (ρP − ρf )g) (3)

in which the the added-mass integral [
∫
ΩP

ρfudV ]nn−1 is integrated numerically over the whole particle

domain, as shown by Uhlmann [10] to be more stable and accurate. For what concerns the temperature
field we solved the thermal energy equations in the entire domain and we exploit the continuity property of
the scalar function ϕ to allow for a smooth variation across the particle’s boundary of the thermodynamic
variables, as already shown in the work of Tryggvason [8]:

DT

Dt
= −(αpϕ + αf (1 − ϕ))∇2T (4)

where αp and αf are respectively the particle and fluid thermal diffusivity. In this work we propose to
model highly non-regular surfaces by means of a NURBS algorithm [4]. Given a set of control points
tracing the boundary of the particle, NURBS is able to generate a surface interpolating these points
through a bi-variate products of B-spline basis functions defined on a set of parametric coordinates.
NURBS surfaces are initialized through a set of control points identifying the boundary of the particle.

Figure 1: Automatized Input Surface Assembly (AISA) algorithm: a) Parsing a STL file b) Assembling
control points for NURBS definition c) Interface for SISL library d) Final surface object. e) Indicator
function inside the final solver

This part divides into two main parts: the creation of the surface object and the algorithm interfacing
the object with the final indicator function. In the first part, as shown in figure 1, an Automatized Input
Surface Assembly (AISA) algorithm is written to parse STL input file containing the 3D coordinates of
the boundary points of the solid object. The AISA then uses an efficient approach to reorganize and order
the input control points so that they can be used as input variables for the correct parametrization of
the NURBS surface. In a second part an innovative Control Point Scan (CPS) algorithm is introduce to
correctly assemble the indicator function from the surface object. CPS exploits the introduced NURBS
features to identify first the boundary points, and then to correctly distinguish between the internal and
the external part of the solid object. The CPS algorithm has been tested to perform well on several
different shapes with concave surfaces (figure 2), and it has been proven to over-perform in terms of
efficiency the Poisson solver currently used in literature to compute the indicator function (See work of
Tryggvason).

Results

2
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Figure 2: Computation of indicator function performed by the Control Point Scan (CPS) algorithm for
different shapes

So far, the implemented numerical model features the isothermal solver for moving particles and the
thermo-buoyant solver for static particles have been successfully tested and validated against well-known
benchmark cases in literature. For the isothermal solver the validation test case is taken from the work of

Figure 3: Left: Drag coefficient versus Reynolds correlation for isothermal test-case of free-falling
snowflake. Right: Quiver plot of the flow deviated by the falling snowflake

[6],in which the settling velocities of a free-falling snowflake are given for Re < 600. The drag coefficient
is measured when the force balance between the gravitational force and the drag force is reached:

CD =
2gVP (ρp − ρf )

ρfv2TSp
(5)

where vT is the particle terminal velocity and Sp the cross-sectional area of the particle. To reproduce
the above mentioned experimental test-case a uniform tetrahedral meshgrid of size 4d x 6d x 4d has been
chosen, where d is the reference length of the geometry defined as the diameter of the circle circumscribed
to the particle. It has been proven that the external’s domain boundary patches do not interfere with the
dynamics of the falling particle. The number of cells of the discretized domain is 4.5e6. Results are shown
in figure 3. For the validation of the thermo-buoyant flow of a static particle a test case of a flow past
a heated elliposidal particle described in the work of Richter [1] (identified as Elliposid 1 ) is considered.
The particle has constant and fixed temperature of 125°C in its entire domain, including its surface. The
frame of reference is Cartesian and the incoming flow, entirely determined by the inflow, is parallel to the
x axis. In the freestream region gradients of velocity and temperature are assumed to be zero, therefore
all domain boundaries except inlet and outlet are symmetry boundaries. No buoyancy effect is considered
and density, as well as all thermophysical properties, are constant in the whole domain. the domain size
is chosen as 30d x 12d x 30d, where d is the sphere-volume equivalent diameter. The number of cells of
the uniform tetrahedral mesh is approximately 61e6The flow is initially still. At the inlet of the domain,
a uniform velocity is set with only the cross-wise component different from zero. At the outlet of the
domain, an atmospheric uniform pressure is set. The geometry has been built using over 25000 control
points to enable a smooth particle interface.Figure 4 shows the comparison between the reference test
case and the present study in terms of Nusselt number and drag coefficient. The overall agreement is
within 7.5% of deviation for the drag coefficient and 3.5% deviation for the Nusselt number.

Conclusions

In the present work we presented the main features of the numerical solver we are developing and that
we need to correctly reproduce the complex physics of the slush hydrogen in storage tank. The solver
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Figure 4: Left: Drag coefficient versus Reynolds correlation for thermo-buoyant test-case of static elli-
posid. Right: Nusselt number versus Reynolds correlation

is currently able to simulate particles of complex geometries. The isothermal solver for moving particles
and the thermo-buoyant solver for static particles have been validated against well-known experimental
benchmarks. Currently, we are working on the improvement of model to accurately simulate fluid-
structure interactions for a wide range of Reynolds number and particle-fluid density ratios. Moreover
we are finalizing the implementations of a phase change model and its interface with the front tracking
method embedded in the numerical solver.
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Introduction

The necessary global shift towards sustainable energy sources requires the production of green hydro-
gen as an alternative to traditional fossil fuels. As a clean and versatile energy carrier, green hydrogen has
the potential to decarbonize various sectors, from transportation to industrial processes. However, realiz-
ing the promise of large-scale green hydrogen production at competitive prices hinges on the development
of electrolysis stacks that are not only efficient but also durable and cost-effective.

Simulations play a crucial role in advancing the development of electrolyzers. However, acknowledg-
ing the potential limitations of simulations when standing alone, this dissertation takes a comprehensive
approach. It aims not only to enhance current development practices for PEM electrolyzers by integrat-
ing simulation tools to answer vital design questions but also to address the need for robust validation.
These design questions span various domains, ranging from mechanical considerations such as determin-
ing the optimal clamping force to fluid dynamics challenges like achieving a uniform temperature and
flow distribution, and electrochemical aspects, including strategies to minimize performance losses in
electrolyzers.

Methodology

The types of simulations that are to be improved and validated are a zero-dimensional (0D) general
purpose electrolyzer stack model in MATLAB Simulink, 3D Computation Fluid Dynamics (CFD) models
in ANSYS Fluent and 3D Finite Element Analysis (FEA) in ANSYS mechanical.

The best way to get experimental data for most of the simulations is through in-situ testing of
electrolyzers. For this, a PEM single cell test rig for benchmarking and accelerated stress tests (named
BEAST) was developed, which can be seen in figure 1. With a maximum current of 200 A, the test rig
can be used to investigate relatively large single cells compared to commercially available single cell test
benches. The size was chosen in such a way that effects can be measured more intensively which otherwise
are only relevant in stacks, such as unequal distributions of temperature and gas accumulation, pressure
drops across the cell and unequal contact forces of the compressed components. The test rig is equipped
with its own deionization loop and is suitable for cathode pressures up to 80 bar and temperatures up to
85 °C. Cells can be investigated with electrochemical impedance spectroscopy in the whole current range
using a custom-made setup consisting of a 5 Toellner 4 quadrant multiplier power supply and Gamry
Load/Power-Supply Interface – LPI 1010 High Voltage. Other measurements implemented that provide
necessary data for simulations include the amount of H2 produced, the amount of water produced at
the cathode, the H2 in O2 concentration on the anode, the conductivity of the water before the cell, the
differential pressure across the cell and temperatures and pressures at several points in the measurement
setup.

Using measurement results from the test rig all parameters can be obtained that are required to fit
and validate most 0D models. In this dissertation a 0D model was developed in the EU Horizon project
Recycalyse, written in MATLAB Simulink, that builds upon the models of Marangio [5] and Sartory [7].
A short overview of the model inputs, outputs and internal submodels is shown in figure 2. The 4 coupled
submodels calculate the average pressure in the cell, mass transport of gasses and water, the voltage and
lastly the average temperature of the cell or stack in an iterative loop. The first three of these models
require empirical coefficients obtained from the test results. In the mass-transport model the parameters
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Figure 1: Single cell test bench ”BEAST” at HyCentA, with the cell conditioning infrastructure shown
on the left image and the Toellner 4 quadrant multipliers with the Gamry LPI 1010 on the right image.

that have to be fitted from experimental results are the gas permeabilities and the water drag coefficient
of the membrane. The gas permeabilities of the membrane can be obtained through the measurement of
gas concentrations in the product gases, while the water drag coefficient is obtained through measuring
the amount of water that is separated on the cathode side. In the voltage model the losses are separated
into anodic and cathodic activation losses, anodic and cathodic mass-transport losses, ohmic losses of the
membrane and ohmic losses of all electrically conductive components. The measured overvoltage can be
assigned to the individual causes through the use of EIS with a study of the Distribution of Relaxation
Times (DRT) as described in [4] through which coefficients in each overvoltage model are fitted. The
pressure model is fitted using the measured pressure loss over the single cell for different current densities,
flow rates and cell temperatures.

Figure 2: Overview of the 0D PEM electrolyzer model and its inputs and outputs.

For the validation of CFD Simulations, the total pressure loss across the cell is already available from
the single cell test rig, but to validate all aspects of the simulation the distribution of temperature and
current density inside the cell has to be known too. Since at the beginning of the dissertation no PEM
single cell on the market met the necessary criteria for maximum pressure, temperature, and current
density, a custom single cell was developed as shown in figure 3. This single cell, when coupled with a
segmented current density and temperature measurement device (as for example described in [1]), enables
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a validation of the most important aspects of a CFD result. At the current stage of the dissertation,
the single cell is currently undergoing initial testing, with subsequent validation of CFD results using the
segmented cell measurement device planned as the next step.

An exemplary result of the preliminary (yet to be validated) CFD simulations can be seen in 4. This
simulation was done for the anode side only, as for PEM electrolyzers the anode side is of the higher
interest here, as this is where the cell is cooled by the water flow while also the oxygen has to be removed.
This makes a uniform water flow distribution necessary, which can be quite a challenge when the cell
geometry is for example circular [6]. Some crucial parameters that are important for these types of
simulation, that can not be tested easily through in-situ testing, are the permeabilities of the porous
materials on anode and cathode side. Also, in the simulation flow resistance parameters are required to
model the expanded metal meshes that are used instead of a conventional flow field on the anode side, as
they are replaced by a porous zone to reduce computational effort [3]. These parameters are obtained in
this work by using a custom built material sample fixture to measure the flow resistance at known volume
flow rates of the various materials. By placing the material fixture behind a single cell, also 2-phase flow
resistance can be measured.

Figure 3: PEM electrolyzer single cell for testing at 35 bars differential pressure.

Figure 4: Temperature distribution in a 50 cm² PEM electrolyzer cell at 2 A/cm², 2.2 V and a water flow
rate of 515 ml/min, simulated using ANSYS Fluent

The third type of simulation that is looked at in this dissertation is finite element analysis (FEA), which
is used to answer mainly structural questions. In PEM electrolyzers the catalyst coated membrane (CCM)
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and the gaskets require an optimal individual and uniform compression to ensure good performance and
gas tightness. While some laboratory single cells can set the compression of the active layer and the
compression of the gaskets individually, in a PEM electrolyzer stack they are usually linked, which means
that an increase in clamping force can improve gas tightness, but it may also over-compress the inner
components and reduce the lifetime and performance. To find the right size of all components a good
methodology is required, as most used materials show non-linear stress-strain behavior, and change their
properties over time and also as a function of the operating temperature [8, 2]. To validate such an
FEA-based methodology, pressure-sensitive films (PSF) are used to analyze the contact pressure in the
cell materials and gaskets. A quantitative evaluation tool written in MATLAB Simulink is currently in
the validation phase. An evaluated result of this tool can be seen in figure 5, where a Quintech EC-EL-50
electrolyzer cell was compressed according to the manufacturers recommendations. As can be seen from
the evaluated image, some areas of the gaskets only see a fraction of the average compressive stress,
which indicates a low sealing effect and highlights the need for higher parallelism tolerances in the cell
components.

Figure 5: Scanned and evaluated pressure sensitive film LW (2.5 - 10.0 MPa range), compressed in a
Quintech EC-EL-50 single cell

Discussion

This dissertation aims to advance the development of proton exchange membrane (PEM) electrolyzers
by integrating simulation tools into the development process to address design questions across mechan-
ical, fluid dynamics, and electrochemical domains.

The specially developed PEM electrolyzer test rig, BEAST, together with a single cell containing
a segmented current and temperature measurement device, serves as a robust validation platform. Its
capacity for measuring effects relevant in stacks, such as temperature and current distribution, product
gas compositions and pressure drops, enables the validation of a 0D electrolyzer stack model and the 3D
CFD simulations of PEM electrolyzers. Additional material properties required for the CFD simulations
are obtained through a custom built flow resistance measurement device.

Furthermore, finite element analysis (FEA) addresses structural questions, especially the necessary
thicknesses and material properties for a correct force distribution between sealing materials and inner
cell materials. Experimental validation, using pressure-sensitive films and a MATLAB Simulink-based
tool for evaluation, offers a quantitative approach for the validation of these finite element simulations.

Conclusions

In conclusion, this dissertation undertakes a comprehensive approach to advance PEM electrolyzer de-
velopment. While the ultimate goal is to improve the simulation tools for the development of PEM
electrolyzers, a strong emphasis is placed on a robust validation strategy. The approaches outlined for
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validating individual simulations are currently in the implementation phase. When completed, the next
step will be to answer the most important design questions by means of simulations and to find opti-
mization potentials as well as to identify any further gaps that cannot yet be satisfactorily solved in the
development.
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Introduction

The European Green Deal is the EU’s answer to address global climate change and its goal is to achieve
net-zero emissions of greenhouse gases by 2050 [12]. This necessitates an energy transition towards
renewable energy sources, introducing the need for a wide range of storage technologies due to the
intermittency of such sources of power generation and the inherent imbalance created between the supply
and demand sides. Synthesis of fuels such as hydrogen (H2), methane (CH4), ammonia (NH3) and
methanol (CH3OH) using excess renewable power on the grid (so-called ”e-fuels”) are possibilities for
long term and seasonal storage [11, 8, 19], and is an attractive storage option given the existing gas
grid infrastructure. Furthermore, these e-fuels can be produced where renewable energy is abundant and
transported across the globe, contributing to one of the cornerstones of electrical grid decarbonization;
providing diverse and flexible resources in the energy mix to ensure a smooth energy transition towards
renewable energies and to bolster the security of energy supply. One part of this portfolio of diverse power
generation options are engine power plants, which are scalable to demand and can provide electrical power
from 10 kW up to 20 MW per unit. Due to their high dispatchability and ramping capabilities, engine
power plants are the ideal technology to act as peaking or grid stability units. Currently, 30 GW of
engine power plant capacity is installed in the EU, which is ∼15% of the current installed wind power
across the member states. The share of such power plants is expected to grow in the following decades
[1], and therefore carbon neutrality will require these power plants to evolve towards renewable fuels.
State-of-the-art reciprocating engines for power generation currently produce undesirable emissions such
as CO2 and NOx [21]. though the choice of fuel or combustion mode offer possibilities to mitigate or
even eliminate such species. A compelling solution to simultaneously decrease the output of both species
is with the use of an oxy-fuel reciprocating engine operating with a mix of hydrogen and methane.
The use of renewably sourced hydrogen in the fuel blend reduces engine-out CO2 emissions, oxy-fuel
combustion produces an exhaust with a high concentration of CO2 that is favorable to carbon capture,
and the removal of nitrogen in the oxidizer supply eliminates NOx production. Because of enhanced
oxygen concentration in the fuel-oxidizer mixture, dilution is necessary to mitigate excessive in-cylinder
temperatures and this diluent can be sourced from recirculated exhaust CO2 or from other industrial
processes if operating with pure hydrogen. Oxy-fuel reciprocating engines featuring CO2 dilution and
a completely renewably-produced fuel mixture could even be net-negative CO2 emitting, as they would
need to source a supply of CO2 from an exterior system. However to date, there have been limited
investigations of such reciprocating engines, and their performance using H2 or CH4 fuelling is not well
characterized. This study will therefore provide a first-of-its-kind experimental investigation of CO2

diluted oxy-fuel combustion in a reciprocating engine using low- and zero-carbon intensity gaseous fuels.

Oxy-fuel combustion in reciprocating engines

Oxy-fuel combustion is defined as burning fuel with pure oxygen instead of air, as found in applications
such as oxy-acetylene welding. In a reciprocating engine, however, this would lead to temperatures that
exceed the mechanical limitations of the engine (2500 K) [22]. To reduce these temperatures, a diluent
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is introduced in the combustion chamber that displaces N2, which should ideally be an inert gas. This
introduces a trade-off between ideal efficiency and practicality. If efficiency would be the only concern,
it is key to select a diluent with a high ratio of specific heats (γ). Ar, for which γ is equal to 1.66, is
one such option [6, 4]. As opposed to efficiency, if practicality is the main concern, CO2, H2O, O2 or a
mixture thereof are the most interesting options due to its abundant availability. A more practical option
is the dilution of O2 with CO2, H2O or a mixture of these species due to their abundant availability. The
first stage of this research will focus on methane and hydrogen oxy-fuel combustion diluted with CO2.
When air is replaced with nitrogen-free oxidants, the main impact on the combustion properties can be
seen in the adiabatic flame temperature and laminar burning velocity. When the oxidizer has the same
concentration of oxygen as air (i.e. 21% O2 and 21% CO2 by volume), the laminar burning velocity is
reduced due to the lower thermal conductivity and a higher density of CO2 compared to N2. CO2 also
has an interaction on the combustion kinetics, which previous research found occurs through the reaction
[3]:

CO + OH ⇔ CO2 + H (1)

which reduces the laminar flame speed. In order to match the laminar burning velocity of the CO2

diluted oxidant with that of air (ca. 39 cm/s), it requires a mixture with nearly 40% oxygen by volume.
However, this corresponds to an adiabatic flame temperature of 2400 K, which is 200 K greater than
that for methane/air combustion. This introduces the trade-off between excessive temperature and flame
stabilization, where a robust CO2 diluted oxy-combustion process requires at least 30% oxygen by volume
[9, 7]. To conclude, the upper and lower limit of CO2 in the oxidiser mixture will be defined respectively
by excessive thermal load on the engine and flame stabilization. In the second stage of this research,
hydrogen will be added to the intake mixture to address the reduced combustion stability. Multiple
studies have been performed regarding the combustion of methane and hydrogen mixtures in SI engines,
but there are limited investigations for oxy-fuel combustion. Hydrogen addition has been demonstrated to
increase combustion stability for various equivalence ratios and hydrogen enhancement levels. The main
contribution of hydrogen is the reduction of flame development duration, which enhances combustion
stability [17, 24, 10]. As previously mentioned, the working fluid mainly consists out of CO2, which
compromises the indicated efficiency (ηi) due to the reduced laminar flame speed and the γ [22, 3, 4, 5].
To minimise this effect, it is important to decrease the CO2 concentration in the oxidiser mixture as much
as possible and consider mixtures of methane and hydrogen, as this could increase the combustion speed
and increase ηi. A key goal of this research is to determine the operating conditions with the highest
indicated efficiency.

Experimental setup

Experimental tests are performed on a single-cylinder SI engine specifically developed for oxy-fuel com-
bustion. Table 1 contains the main characteristics of the engine and Figure 1 shows a schematic overview
of the setup. The test bench is based on a single cylinder Yanmar diesel generator. The cylinder head is
adapted to incorporate a pressure sensor, a spark plug and a thermocouple to monitor the temperature.
An investigation is conducted to determine the modified compression ratio (Cr) and valve timing required
for the engine. Because methane, hydrogen and their blends will be investigated in this research, both the
compression ratio and valve timing should be appropriate for all possible mixtures and the pure compo-
nents. Hydrogen (RON>120) and methane (RON=120) have a high octane number [23, 14], which makes
them more knock resistant compared to gasoline. For this reason the compression ratio can be increased,
which will aid efficiency [20, 2]. Due to its low ignition energy, hydrogen is prone to pre-ignition and
backfire. Valve timing is one of the main parameters to control these phenomena. It was shown that not
only the reduction of valve overlap played a crucial role in the development of backfire, but the timing
of the intake valve opening as well. To reduce the possibility for recirculation of residual gasses, valve
timing is fixed such that there are CAD of valve overlap [13, 16, 15].
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Table 1: YANMAR L100V, air-cooled, single-cylinder characteristics.

Engine type Air cooled, single-cylinder
Make Yanmar L100V
Displacement [mm3] 0.4357
Compression ratio 9.8
Bore x stroke [mm] 86 x 75
Connecting rod length [mm] 120.5
Crank radius [mm] 37.5
IVO [CAD]- IVC [CAD] 0 aTDC - 127 bTDC
EVO [CAD]- EVC [CAD] 127 aBDC - 0 bTDC

The in-cylinder pressure is measured by a high frequency piezoelectric AVL GH15D pressure sensor. The
signal is amplified by a AVL FlexIFEM 2P2E. The gaseous mass flows are measured and controlled by
Brooks Mass Flow Controller (MFC) SLA-585X. The intake and exhaust pressures are measured with
absolute piezoelectric KISTLER 4260 transducers. The intake, exhaust and cylinder-wall temperature
measurements are done with K-type thermocouples. A constant velocity of 1500 rpm is provided by an
electric motor. The torque sensor is a HBM T40B Torque flange mounted between the engine and the
electric motor and the crank angle is acquired every 0.1 CAD by a Heidenhain ROD 426 rotary encoder.
The acquisition of all the data is done by a National Instruments Compact Rio 9022. Depending on the
required O2 mass flow rate, the oxygen is fed by an oxygen bottle for low mass flow rates, while higher
mass flow rates of oxygen are provided by a Pressure Swing Absorption (PSA) oxygen generator Noxerior
OP-60 Ecoline. In this machine the purity of oxygen is 95%. In Table 2, a summary of the uncertainty of
the instruments used is reported. The adopted methodology for uncertainty analysis has been extensively
explained in [18].

Table 2: Equipment uncertainty data summary. FS = Full Scale, PV = Processed Value

MFC (Brooks SLA585X) Uncertainty
Accuracy ±0.7% PV
Repeatability ±0.2% FS
Temperature zero drift ±0.05% FS/K
Temperature span drift ±0.05% FS/K
Pressure drift ±0.429% PV/bar
Bottles (Air Liquide) Purity
Methane 99.5%
Oxygen 99.995%
CO2 99.995%
Hydrogen 99.995%
Crank Angle Encoder (Heidenhain ROD 426) Uncertainty
Least Count θLC 0.1 CAD
TDC positioning ±0.05 CAD
In-cylinder Pressure (AVL GH15D) Uncertainty
Signal amplifier (AVL FlexIFEM 2P2E)
Accuracyamp ±0.01% FS
AccuracyG,amp ±0.5% (U95)
Intake & Exhaust Pressure (KISTLER 4260) Uncertainty
Linearity + Repeatability ±0.2% FS
Age drift ±0.1% PV/year
Temperature drift ±1.5% PV
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Figure 1: Experimental setup schematic
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Introduction 

The study of hydrogen in Atom Probe Tomography appears as a relevant challenge whether of 

its low mass, high diffusion coefficient and presence as a residual gas in vacuum chambers 

generate multiple complications for atom probe investigation [1-5]. Different solutions were 

proposed in literature like ex-situ charging coupled with cryotransfer [6-7] or H charging at 

high temperature in a separate chamber [8]. In this study, we propose an alternative route for 

in-situ H-charging in atom probe derived from a method developed in Field Ion Microscopy 

by Dudka et al. to study the Helium in-situ implantation damage [9-12] to understand low-

energy traps. By applying negative voltage pulse on the specimen in an atom probe chamber 

under low pressure of H2, it is demonstrated that high dose of H can be implanted in the range 

2-20 nm under the specimen surface. An atom probe chamber was modified to enable direct 

negative pulse application with controlled gas pressure, pulse repetition rate and pulse 

amplitude. Using electrodynamical simulations, it is shown that implantation energy is in the 

range 100 - 1,000 eV generating mild implantation defects. A theoretical depth of implantation 

was predicted and compared to experiments.  

 

Methodology  

Before detailing the methodology, a quick reminder of the Atom Probe Tomography (APT) 

principles. Under the effect of the high voltage V applied to a metallic sample prepared as sharp 

needle, an intense electric field F is generated at the apex. This field is proportional to the 

inverse of the radius of curvature R at the apex of the tip, as shown in the following eq. 1 [13] 

:  

                                                              𝐹 =
𝑉

𝑘𝑓𝑅
    (1) 
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𝑘𝑓 a field factor (3 to 5), is a slowly varying semi-constant with R [14]. The generated electric 

field F is around 10 − 60 𝑉. 𝑛𝑚−1. This high electric field F allow to evaporate atom per atom 

and analyses a sample at atomic scale in a standard use, resolved in time, mass and position for 

each atom. Conversely, when a negative pulse voltage is applied to an APT sample, a negative 

electric field is generated at the apex tip. This electric field generates an electron emission 

characterized by the density of electrons emitted in A/m² at the apex of the specimen. This 

density follows an exponential law known today under the name of Fowler-Nordheim [15].  

 The flux of electron emitted J at the apex depending on the electric field F and the work 

function of electron. For Nickel, Tungsten and Iron the work function is respectively  Ф =

5 𝑒𝑉, 4.5 𝑒𝑉 and 4.4 𝑒𝑉  [14]. When we introduce a gas in the chamber analysis, in our case 

H2 gas, this emission of electrons can ionize the environment gas in electronic cone emission 

Figure 1. The gas is positively charged therefore be attracted into sample by the negative 

polarization and impacted into sample.  

 

 

Figure 1: Implantation in-situ of 𝐻2 in chamber analysis in Atom Probe Tomography (APT). These H2
+ 

molecules are ionized by the electron emitted from sample and attracted into an APT sample. 

 

Negative pulses are applied to the tip in H2 gas to implant, then the sample can be analyzed 

with H charged. Remember that the sample is metallic and at cryogenic temperature (20K < T 

< 80K) during the process. The trapping behavior of H2 in materials can be studied.  
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Using Lorentz-2E software [17-18]  allows us to obtain the kinetic energies of electrons when 

they are emitted from the tip when a negative pulse is applied and the kinetic energy of H2
+ 

particles when they are attracted and implanted to the APT sample. Using realistic pulse Figure 

2a to generate an electric field and the geometry of instrument are modelized to predict the H-

charging into an APT metallic sample. 

 

Simulations have been done for different pulse amplitude (−500𝑉, − 1,000𝑉, − 2,000𝑉 𝑎𝑛𝑑 −

3,000𝑉) and we obtain for example the simulation of electronic cone emission from an APT 

sample in Figure 2c. The average kinetic energy of implanted ions H2
+ is extracted for different 

pulse amplitude by considering a lot of parameters (not show here).  The average implantation 

energy considering the proportions for −1,000𝑉 is around 150𝑒𝑉, for −2,000𝑉 𝑖𝑠 ~250𝑒𝑉 

and for −3,000𝑉 is ~320𝑒𝑉 as shown in Figure 3a and an example of simulation is show for 

−2,500𝑉 on an APT tip in Figure 3b. 

APT sample 

e-  emission  

Volume of 
interest   𝑯𝟐

+
 

Y
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n
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 (
n

m
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Figure 2: Simulation with Lorentz-2D of negative pulse using for implantation in-situ in APT. The rise time is 

1.2 ns and the width is 1.8 ns.  Lorentz simulations are carried with the most closed pulse to the real pulse using 

in APT (a). Generation of electric field at the apex of the tip (b).  Simulation of electron emitted from APT 

sample (yellow) and volume of H2
+ ions created and implanted in apex sample (blue) (c).  

(b)

) 

(a)

) 
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) 
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Discussions  

Some experiments are done in homemade APT on Iron and Nickel pure to compare and 

verify the theory and the H-charging prediction.  

 

(a)                                                                            (b) 

Implantation 
Energy (eV) 

Figure 3: Simulations done with Lorentz-2D to obtain an estimation of implantation energy for different 

pulse voltage with quantity of ions implanted normalized (a).  Implantation energy gradient of H2
+ 

particles for a voltage pulse at -2.500V applied on APT sample (b). 

Figure 4: Experiments of in-situ pulsed implantation of hydrogen in Iron sample with their implantation 

profiles. Each analysis volume is shown with their Fe2+ (red) and H+(pink) ions, the number of atoms 

analyzed and their implantation profiles and parameters (a). Comparison of normalized implantation 

profiles with the analytic model developed in Nickel sample case (b). 

 

(a)                                                                                           (b) 
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Figure 4 shows the result of H2 charging at cryogenic temperature in Iron and Nickel sample. 

Experiments of in-situ implantations of H performed on the same Iron sample, displayed side 

by side to reconstruct the entire tip to demonstrate how the method works in Figure 4a. For the 

Nickel sample, implantation profiles are compared to simulation in Figure 4b. The model has 

good agreement with experiments and can predict the density of H implanted and the depth of 

implantation. We reach a hydrogen saturation around 50% and 60% inside an Iron and Nickel 

tip respectively. We observe a slight loss of hydrogen implanted on the first nanometers 

probably due to desorption. Indeed, this implanted hydrogen is located in the sub-surface of 

the sample and therefore has greater ease of escaping from the sample. Concerning the 

implantation depth, it agrees with the model, as does the expected hydrogen density implanted 

in the sample (not shown here). 

 

Conclusion 

We described in this study a method to implant successfully a high dose of H in the first 20 nm 

of a metallic sample at cryogenic temperature. The goal is to study the diffusive trap of H in 

different alloys, improving our knowledge of the behavior of H in materials.  In situ pulsed 

implantation allows us to implant a higher dose and energy of implantation than continuous. 

The method is simple and straightforward. Nevertheless, the good control of many parameters 

is required. Parameters related to the implantation and the instrument of course but also related 

to the tip shape. The theory and the experimental are consistent. The implantation profiles are 

satisfactory, the implantation of H ions in Nickel reaches a depth of 4nm with a significant 

quantity (100,000at) with up to 10% remaining at 10nm of depth. Pulsed allows to reach a 

higher negative voltage amplitude than in constant voltage, to ionize a large quantity of ions 

close to the tip and thus to implant a large quantity in the optical axis of a APT sample with 

high energy. This in-situ implantation makes it possible to avoid any cryogenic transfer and 

diffusion of H implanted due to the low temperature process (20K < T < 70K) and allows a 

study on H in materials with a relatively good statistic. This method therefore appears today as 

a good alternative for the study of H in materials at the atomic scale. In the following study we 

will study lateral implantation in larger depth with different shank angle and TEM analysis 

before and after implantation. And we are currently working on in-situ implantation in other 

materials like Ni-Mo with some grain boundary of molybdenum. The goal is will be to study 

this method at trapping sites, such as Scandium, Zirconium, grain boundary or dislocations and 

study the spatial location of H in APT specimen.  
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Introduction

The increasing global temperatures and adverse effects that are experienced call for a dramatic change
in the amount of greenhouse gas emitted with studies indicating a decrease of at least 90% by 2050.
The decarbonization of the energy sector has therefore become a stringent topic in national and inter-
national efforts to combat climate change [8]. Green hydrogen has the potential to contribute to this
decarbonization [29], because it can be produced from renewable energy and does not emit greenhouse
gases. Consequently, this hydrogen type has received significant attention among academia, practitioners
and policymakers [2]. The value chain of hydrogen can have different configurations since the energy
vector can be produced, stored and converted in different ways and forms (e.g. gaseous, liquid [31], but
typically consists of the nodes ‘source of energy’, ‘production units’, ‘storage facilities’, ‘transportation
modes’ and ‘end use’ [1].

The potential of green hydrogen relates to the use of renewable energy sources for the production,
rather than fossil fuels from which the currently used grey hydrogen is produced [18]. With green hy-
drogen the production process can therefore be decarbonized [2, 14]. Hydrogen also has the potential to
replace fossil fuels in the process industry and to be used in mobility, built environment and commercial
sectors [15, 35]. Thus, green hydrogen has the potential to enhance the sustainability and reliability of
the energy system and play an important role in assuring flexibility of the energy system [19]. Accord-
ingly, the European Commission has set a target of 40 GW of green hydrogen production by 2030 [6]
and, following the Russian invasion of Ukraine, the production and import of 10 million tonnes of green
hydrogen each by 2030 [7]. Also in the Netherlands the potential of green hydrogen has resulted in the
goal of an electrolyser capacity of 3-4 GW by 2030 [16] and 15 - 20 GW around 2040 [24]. Besides plans
for green hydrogen, several projects are taking place in the Netherlands. Examples are the execution of
four pilots on hydrogen use in the built environment [30], the construction of a national hydrogen network
[22] and the development of a large-scale hydrogen hub in the Port of Rotterdam [28].

Despite the potential of green hydrogen in decarbonizing the energy system and the formulation of
targets on green hydrogen across the EU, the transition to green hydrogen has encountered several
barriers, amongst which technical, economic and regulatory challenges. The policies and regulations
relating to hydrogen form in many countries a barrier in their efforts to scale up the hydrogen energy
system whilst the technologies are ready for implementation [17, 13]. These barriers are for instance
regulatory uncertainty due to the lack of a harmonized legislative framework [3] or difficulties in regulatory
frameworks from moving disruptive technologies from demonstration projects to large-scale deployment
[31]. In other words, conventional ‘one-size-fits-all’ approaches to regulation might be outdated for sectors
in transition, thereby making alternative approaches to regulation potentially more suitable [21].

The scale-up of the hydrogen market is faced with a ‘chicken-and-egg’ problem [25] where on the
demand side businesses interested in using green hydrogen require insight about the expected quantity,
price, network operators and tariffs, whereas in terms of supply potential investors require insight into
the future demand [23]. Additionally, this impasse in transitioning to green hydrogen is exacerbated by
the big cost gap between grey and green hydrogen, resulting decreased interest among producers and con-
sumers [2]. Meanwhile, the expected demand and supply determines the development of infrastructure
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[23]. Overcoming these interdependencies require coordinated action across stakeholders to materialize
the full benefit of hydrogen in the transition to green hydrogen systems [15].

Thus, barriers encountered in transitioning to green hydrogen relate to the formal rules of green hydro-
gen value chains (GHVCs) on the one hand and coordination amongst stakeholders on the other hand.
Overcoming these barriers requires gaining an understanding of the institutional framework in which its
activities take place [9] and the interaction between the political, techno-economic, market and social
dimensions of the hydrogen transition [13]. An institutional framework consists of formal and informal
institutions, actors and the governance of a sector [9]. Institutions are defined as widely understood rules,
norms or strategies which create incentives for behaviour in repetitive situations [4]. These can either be
public policies and laws (formal) or spoken or tacitly understood social norms (informal) [10] and can
comprise a single statement or multiple statements [32]. Gaining an understanding of the institutional
framework and its institutional framework in the hydrogen transition will provide insight into the sector
and potential negative mechanisms [9], thereby contributing to the identification and implementation of
adequate policy mechanisms, which are crucial for transparent procedures for national, renewable-based
hydrogen plans that support hydrogen supply and demand as well as necessary infrastructure [14, 13].

The conducted research in this PhD seeks to contribute to overcoming these barriers in the hydrogen
transition by taking a socio-technological perspective on the transition to GHVCs. It combines the
disciplines of law, social sciences and engineering to perform a comprehensive analysis of the influence and
design of the institutional framework in achieving a coherent technological and institutional transition to a
GHVC. With a socio-technical perspective the green hydrogen value chain is considered as a combination
of the social and technical systems involved in making, distributing and using green hydrogen [14]. Using
this perspective allows for the analysis of the interactions between the institutional framework and the
technical dimensions of the GHVC. As this doctoral research started in January 2023, research results
or papers are not yet available. Up to the time of writing this research abstract, the doctoral research
consisted of the identification of knowledge gaps and formulation of the approach to be taken to decrease
these gaps. In the following sections, the formulated research approach, questions and methods are
therefore described.

Figure 1: Research approach

Research methods

This research will be applied to a GHVC in the Netherlands that already exists or will be developed. The
use of a case study will aid in maintaining a feasible and manageable research scope. Additionally, the
research results will be valuable to stakeholders of the chosen GHVC application. In terms of methodology,
a synergy between legal, qualitative and quantitative research is proposed. These research steps will
build onto each other and will collectively provide insight about the effect and potential design of the
institutional framework of a chosen GHVC in the Netherlands. The approach that will be taken in this
research is depicted in Figure 1, along with the corresponding research questions and methodologies. This
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research is divided into two phases, the institutional analysis and institutional design phase, which will
be discussed in the next subsections.

Institutional analysis

This doctoral research commences with gaining an understanding of the institutional framework of a
GHVC in the Netherlands that already exists or will be developed. This phase identifies the space in
which actions related to green hydrogen can be undertaken and the extent to which alternatives are pos-
sible by identifying and analysing (1) the formal institutions and (2) the stakeholders and their informal
institutions on the other hand. Legal analysis will be employed to understand how the formal institutions
shape and influence the development of the GHVC under analysis, thereby answering research question
1 shown in figure 1. Data will be collected with literature review and a doctrinal legal analysis which
entails research into the law (legal acts, regulations, policy guidelines, case law, administrative decisions)
and the legal concepts [5].

The stakeholder network of the GHVC and their informal institutions, such as their relationships, agree-
ments and strategies, and the alignment of their formal and informal institutions, will be studied using
Institutional Network Analysis (INA) which utilizes interviews for data collection. The approach aids
analyzing and visualizing the complexity of the institutional framework of a subject where multiple
stakeholders are involved and coordination is required [20].

To visualize the alignment of institutions, we use the Institutional Grammar (IG) which is an analyt-
ical tool for assessing the content and structure of institutions. A first step in applying IG is dissecting
an institution into its constituting statement(s) [32], which are the shared linguistic constraints or op-
portunities that prescribe, permit or advise actions or outcomes for actors [4, 33]. The tool enables the
analysis of the core elements of institutional statements in a structured manner with a syntax, which aids
in identifying common components of institutional statements and establishes the set of components that
comprise each type of institutional statement [4, 33]. By analyzing the elements of the institutions identi-
fied for the case study GHVC using IG and visualizing them using INA, the alignment of the institutions
in the institutional framework will be identified as well as potential voids or overlaps.

Institutional design

In the second phase of the doctoral research the interaction between the institutional and technological
dimensions of the GHVC under analysis will be studied by means of agent based modelling (ABM). The
methodology is suited for comparing and illustrating before and after situations of a policy implementation
[12, 27]. ABM will be used to simulate the future development of the GHVC under the existing and
alternative institutional design, thereby providing insight about the extent by which the institutional
framework plays a role in the transition to a GHVC and providing insight on potential mechanisms that
can be employed to facilitate the coherent technological and institutional development of the GHVC. To
integrate the institutions into the ABM, the meta-model “Modelling Agent systems based on Institutional
Analysis” (MAIA) introduced by [11] will used as a basis. This framework helps understanding and
analyzing social systems where interactions taken place under an institutional structure. It extends
and formalizes the concepts of the Institutional Analysis and Development (IAD) framework of [26] and
provides a template of concepts to model social systems, particularly focused on the institutional aspects
of the system [34].

As Figure 1 shows, Institutional Grammar will also be used in the institutional design phase of the
doctoral research. IG will be used to decompose and integrate the institutions of the case study that
are identified in the preceding research phase into the Agent Based Model. For exemplary purposes,
the concepts of the MAIA framework, which correspond to the structures of the IAD-framework, have
been applied to the green hydrogen value chain system in this research and is shown in Figure 2. In the
IAD framework ”rules-in-use” and ”rules-in-form” are used, which in this research respectively refer to
informal and formal institutions.

Discussion

The aim of this doctoral research is to show to what extent an institutional framework plays a role in
the development of the value chain of hydrogen. Additionally, this research aims to show how the design
of the institutional framework can facilitate the coherent technological and institutional development.
The research questions will be answered by means of differing methodologies from various disciplines,
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Figure 2: Draft structure of the ABM on the GHVC

thereby analysing the socio-technological system from various perspectives and allowing a comprehensive
multi-dimensional understanding. The results are expected to demonstrate that a transition such as that
of green hydrogen is not only determined by technological advancements, but that research into this topic
should include the social and institutional dimensions. Moreover, this doctoral research seeks to provide
insight into potentially effective institutional design mechanisms which can contribute to formulating
effective regulatory and legislative approaches prior to the actual materialization of the GHVC. This
can decrease the timeline of policy-making and avoid potential ineffective or harmful institutional design
mechanisms to be implemented.

Limitations of this doctoral research relate to its focus on the coherence between the institutional
and technological system of the GHVC, which infers less attention to the technical specificities related
to hydrogen. Moreover, the socio-technical perspective taken in this research is limited to formal and
informal institutions and stakeholders within the chosen GHVC whereas the social dimension could also
include topics such as public acceptance or ethics. Even though these debates are of great importance,
these fall outside of the scope of this doctoral research. As the research is interdisciplinary, it is limited
in the depth attributed to each discipline whilst these all could encompass a doctoral research in itself.
Lastly, the use of a case study does provide valuable results, also for other GHVCs, but does limit the
generalizability of the research results.

Conclusions

Green hydrogen has received significant attention among academia, practitioners and policymakers since
the energy carrier has the potential to replace grey hydrogen as well as fossil fuels. Despite the various
national plans for the production and use of green hydrogen, both the unsupportive legislative and / or
regulatory frameworks and lack of coordination among stakeholders form barriers in the materialization
of green hydrogen value chains. Analysis of the institutional framework, which involves the formal
rules, the stakeholders and their agreements, norms and behaviour, of a sector aids in understanding
potential negative mechanisms for the advancement of that sector. This research therefore adopts an
institutional analysis and design approach to analyze the development of a green hydrogen value chain in
the Netherlands under the current and alternative institutional frameworks. In the institutional analysis
phase will gain an understanding of the institutional framework and the alignment of the institutions
applicable to the green hydrogen value chain of the case study. The design phase will identify how the
GHVC will develop in the future and how design mechanisms can facilitate the transition the a green
hydrogen value chain in the Netherlands. The obtained insights from the proposed research are expected
to contribute to the development of robust and supportive regulatory approaches that facilitate the
coherent technological and institutional deployment of GHVCs in the Netherlands. This can consequently
contribute to achieving a more sustainable energy system, the decrease of greenhouse gas emissions and
mitigating climate change.
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Introduction 

The significance of hydrogen to the global economy is still increasing. By the end of 2021, 

more than 20 significant government documents were issued to plan the deployment of 

hydrogen [1,2]. Crucial is rapid increase of installed capacity of CO2-free hydrogen 

production plants to meet the predicted demand and ambitious climate-friendly goals. Solid 

Oxide Electrolysis (SOE) is one of the electrolyser technology being evaluated for 

widespread implementation in this field. Due to excellent catalytic activity and high mixed 

ionic-electronic conductivity (MIEC), cobalt-based oxides (perovskite like LSC) are 

cutting-edge materials for SOC air electrodes [3]. However, the predicted continuous 

development of the demand in the coming decades (related to the Li-ion batteries market), 

and the politically unstable location of main cobalt mines causes the high supply risk of 

cobalt. For that reason, cobalt has been listed as a critical raw material (CRM) by the 

European Union (EU) since 2020 [4]. In addition, toxicity of this material and the 

socioeconomic concerns associated with its mining production are further impetuses for 

development of alternative air electrodes with limited amount of Co. A feasible and 

economically beneficial alternative to the Co-based air electrodes seem to be Cu-based 

materials. With the implementation of copper, partial or complete replacement of cobalt is 

possible. It was demonstrated that rare-earth Cu-based oxides double perovskites have 

potential for application in reversible solid oxide cells (rSOC). 

 

Material and methods:  

The physicochemical features, including structure, stability, and transport properties, of Cu-

based double perovskites derived from ReBa0.5Sr0.5CoCuO5+δ (where Re: Sm, Gd, Pr, Nd) 

were evaluated. Based on the obtained results – the highest peak power density in the range 

of 550-750°C (up to 700 mW cm-2 at 750°C) – the SmBa0.5Sr0.5CoCuO5+δ oxide was chosen 

for fabrication of the fuel electrode-based cells (size of 5 cm x 5 cm). The electrochemical 

 
* Corresponding author: kystian.machaj@ien.com.pl 
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investigation of the manufactured SOCs includes the assessment of current density-voltage 

curves (I-V) and electrochemical impedance spectra (EIS) in the temperature range of  

650-700 °C in the rSOC mode. Also, the post-mortem analysis of the pristine and tested 

cells was performed using SEM and SEM-EDS technique. 

 

Objectives  

The main objective of the current study was to compare the performance and characterize 

the properties of cells that were sintered at various temperatures, ranging from 965 °C down 

to 925 °C, 900 °C, and 880 °C. 

 

Results and Conclusions  

The physical properties of the developed cells have been verified, indicating that the Cu-

based oxides with a perovskite-related structure described in this study appear to be well-

suited for solid oxide cell applications. The fuel electrode-supported cell with 

SmBa0.5Sr0.5CoCuO5+δ as the air electrode sintered at 900°C achieved the current density at 

thermoneutral voltage ca. 0.4 A cm-2 in the SOE mode at 700°C while fueled with 10% H2 

and 90% H2O (Fig. 1a). At the same temperature in the SOFC mode the same cell fueled 

with 50% H2 and 50% H2O 50% reached maximum power density ca. 150 mW cm-2. The 

study concluded that cells sintered at 900°C have significantly lower ohmic and polarization 

(for 900° in range of 1.0-1.6 Ω in SOFC mode and for 925° in range of 2.0-4.5 Ω in SOFC 

mode, Fig 1b,c) due to minor or lack of migration of strontium and barium, comparing to 

the observed for electrode sintered at higher temperature (Fig. 1d-f). 

 

a) b) 

 
 

c) d) 
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Figure 1. a) rSOC performance for SOFC sintered at 900°C and fueled with with 10% H2 and 90% H2O; b) 

ohmic resistance at SOFC mode for cells sintered at 925°C and 900°C; c) cell sintered at 965° cross-section 

SEM picture; d) cell sintered at 965°C cross-section map with marked barium;  

e) cell sintered at 925°C cross-section map with marked barium; f) cell sintered at 925°C cross-section map with 

marked barium for  
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Introduction 

Hydrogen represents a promising alternative to fossil fuels in the ongoing energy transition [1]. 

Hydrogen-powered vehicles are already a reality, and their number is expected to increase 

considerably in the next decade. Among the possible solutions for storing hydrogen in such 

vehicles, cryogenic tanks with Multi-Layer Insulation (MLI) have emerged as one of the most 

effective to ensure a high volumetric energy density [2]. To guarantee the long-term 

preservation of cryogenic conditions and minimal boil-off rates, the heat leakage into cryogenic 

tanks must be minimized. For this purpose, several superinsulation systems such as vacuum 

combined with perlite, microspheres, or multi-layer Insulation (MLI) have been developed. 

MLI systems are composed of several layers of low-emissivity material (radiative layers) 

interleaved with high-free volume spacers. These are enclosed within the vessel's double-

walled shell, working under high-vacuum conditions. The peculiarity of MLI systems is that 

they have the smallest volume requirement and lowest weight today [3]. However, the 

incoming widespread of hydrogen-based technologies brought attention to the potential risks 

related to the hydrogen's high flammability. The potential loss of integrity of this type of 

equipment might result in extremely dangerous events, such as BLEVEs and Fireballs. One 

potential scenario that could give rise to this situation is the exposure to an external heat source 

such as a fire triggered by a road accident. Despite the presence of superinsulation, fire testing 

outcomes suggest that cryogenic liquid hydrogen tanks fail in a relatively short time [4]. As 

demonstrated in the tests conducted by Eberwein et al. [5], this is due to the strong degradation 

of MLI at high temperatures, which leaves the tank unprotected against the fire heat flux. This 

phenomenon causes a rapid tank self-pressurization which can potentially culminate in the 

catastrophic failure of the equipment. In this sense, the availability of robust and accurate 

models to simulate the tank response is of paramount importance to ensure a safe design. For 

this purpose, several CFD and zone models were developed, which provide satisfactory results 

for both ambient and pressure tanks [6]. On the other hand, all the thermal models able to 

simulate the heat flux throughout the MLI (e.g., the one proposed by McIntosh [7]) were 

developed and validated for normal operative conditions only, not accounting for insulation 

performance deterioration at high temperatures. This study proposes an innovative modeling 

approach to simulate the thermal degradation of aluminum-based MLI, which can predict the 

loss in insulation performances of these systems when subjected to high temperatures as a result 

of fire exposure. The aim is to provide a tool that can be integrated into CFD and zone models 

for the simulation of the response of cryogenic liquid tanks to fire exposure. The impact of 

MLI degradation on the self-pressurization rate of cryogenic liquid hydrogen tank during fire 

attack is demonstrated through the application of the model to several case studies. Moreover, 

the study highlighted the influence of MLIs features on the rate of degradation and, 

consequently, tank self-pressurization. 
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Methodology  

The innovative MLI thermal degradation model proposed subdivides the tank into N+3 nodes, 

as schematized in Figure 1. Nodes 1 to N are assigned to the MLI radiative layers (one node 

per each), while nodes Se and Si represent the external and internal shells of the tank, 

respectively. Finally, liquid hydrogen thermal behaviour is represented by node L,with the aim 

of simulating the tank self-pressurization rate. The transient heat thermal balance (eq. 1 to 6 in 

Table 1) is solved for each node to obtain the temperature profile within the insulation system. 

   
Figure 1. Thermal node schematization of the MLI system. 

Table 1. Set of thermal balances used in the model. 

Node Variable Equation Eq. N° 

Se TSe 
𝛿𝑆𝑒

𝜌𝑆𝑒
𝑐𝑝_𝑆𝑒

𝑑𝑇𝑆𝑒

𝑑𝑡
=  휀𝑆𝑒

σ(𝑇𝐵𝐵_𝑓𝑖𝑟𝑒
4 − 𝑇𝑆𝑒

4 ) −  
1

(
1

휀𝑆𝑒

+
1

휀𝑁
− 1)

σ(𝑇𝑆𝑒
4 − 𝑇𝑁

4) 
(1) 

N TN 
𝛿𝑟𝑙𝜌𝑟𝑙𝑐𝑝_𝑟𝑙

𝑑𝑇𝑁

𝑑𝑡
=  

1

(
1

휀𝑆𝑒

+
1

휀𝑁
− 1)

σ(𝑇𝑆𝑒
4 − 𝑇𝑁

4) − q𝑟𝑙
𝑁  

(2) 

i Ti 𝛿𝑟𝑙𝜌𝑟𝑙𝑐𝑝_𝑟𝑙

𝑑𝑇𝑖

𝑑𝑡
=  q𝑟𝑙

𝑖+1 −  q𝑟𝑙
𝑖   (3) 

1 T1 𝛿𝑟𝑙𝜌𝑟𝑙𝑐𝑝_𝑟𝑙

𝑑𝑇1

𝑑𝑡
=  q𝑟𝑙

2 − q𝑟𝑙
1  (4) 

Si TSi 𝛿𝑆𝑖
𝜌𝑆𝑖

𝑐𝑝_𝑆𝑖

𝑑𝑇𝑆𝑖

𝑑𝑡
=  q𝑟𝑙

1 −  ℎ𝐿(𝑇𝑆𝑖
− 𝑇𝐿) (5) 

L TL 𝑚𝐿𝑐𝑝_𝐿

𝑑𝑇𝐿

𝑑𝑡
= 𝐴𝐿ℎ𝐿(𝑇𝑆𝑖

− 𝑇𝐿) (6) 

- P 𝑃 = 𝑃∗(𝑇𝐿) (7) 

The balance equations in Table 1 assume heat transfer occurs only in the direction normal to 

the surface of the layer, resulting in a one-dimensional approach. The heat flux between any 

adjacent layer is expressed according to the classical “layer by layer” model proposed by 

McIntosh [7], in which three mechanisms of heat transfer contribute to the total heat flux: the 

thermal radiation between each layer (qrad, eq. 8), the solid conduction (qs,cond, eq. 9) and the 

gas conduction through the spacer (qg,cond, eq. 10). Thus, the total heat flux from the i-th 

radiative layer to the (i-1)-th one is calculated according to eq. 11. 

𝑞𝑟𝑎𝑑
𝑖 =

𝜎

(
1
휀𝑖

+
1

휀𝑖−1
− 1)

(𝑇𝑖
4 − 𝑇𝑖−1

4 )   
(8) 

𝑞𝑠,𝑐𝑜𝑛𝑑
𝑖 =

𝐶2𝑓𝑘𝑠

𝐷𝑥

(𝑇𝑖 − 𝑇𝑖−1) 
  

(9) 

LH2
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V
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𝑞𝑔,𝑐𝑜𝑛𝑑
𝑖 = 𝐶1𝑃𝑟𝜃(𝑇𝑖 − 𝑇𝑖−1)   (10) 

q𝑟𝑙
𝑖 = 𝑞𝑟𝑎𝑑

𝑖 + 𝑞𝑠,𝑐𝑜𝑛𝑑
𝑖 + 𝑞𝑔,𝑐𝑜𝑛𝑑

𝑖    (11) 

The same form of the thermal balance is used for each radiative layer, except for the 1-st and 

the N-th ones asthese face the inner and outer shells, respectively. Since the model assumes the 

1-st radiative layer is separated from the inner shell by a single spacer, the thermal balance in 

node 1 (eq. 5 in Table 1) has to consider the inner shell surface emissivity at one side. On the 

contrary, only high-vacuum is present between the N-th and the Se nodes, thus the heat between 

the external shell and the N-th radiative layer is assumed to be transferred by radiation only in 

eq. 2. The novelty with respect to the McIntosh model is that the high-temperature degradation 

of the MLI is considered by assuming that each layer is destroyed when its temperature reaches 

the melting point of the material (here defined as the degradation temperature, Tdeg). It is 

assumed that, when the i-th layer melts, it loses its shape, leaving the underlying layer 

unprotected. For simplicity, each layer is considered to be entirely and instantaneously 

destroyed as soon as Tdeg is exceeded. From the numerical point of view, this behavior is 

simulated by replacing both the i-th radiative layer and the i-th spacer with a vacuum space of 

the same thickness. In this way, only radiative heat transfer is considered to take place between 

the first undamaged layer and the external shell. This procedure allows for reproducing the 

gradual deterioration of the MLI system with time. The fire scenario is simulated by assuming 

constant thermal radiation from a constant black body temperature (TBB_fire). Stefan-Boltzmann 

law is used to calculate the heat fire heat flux entering the shell of the tank is calculated in eq. 

1 (Table 1). The tank pressure is assumed to match the saturation pressure (see Eq. 7 in Table 

1) at the liquid temperature (TL), which is obtained from the energy balance to the liquid node 

(see eq. 6 in Table 1). The nucleate boiling heat transfer coefficient (hL) is calculated according 

to Ray [8], assuming the liquid is saturated. Liquid and vapor phases are considered to be in 

thermodynamic equilibrium and, thus, share the same temperature and pressure. For this 

reason, the thermal balance for the vapor phase is not solved. 

Case study 

The proposed aluminum-based MLI degradation model is applied to a typical storage tank used 

for cryogenic hydrogen-powered vehicles. This is a 0.31 m3 horizontal cylindrical tank with a 

length of 1.2 m and an inner diameter of 0.6 m. 80 % of the volume capacity is filled with 

saturated liquid hydrogen at ambient pressure (TL = -252.75 °C [9]). Tank materials properties 

are listed in Table 2 and are assumed constant during the simulation. 

Table 2. Properties of the tank’s materials.  

Property Symbol Unit Tank lading External shell Internal shell 

Material/Compounds - - 
Liquid 

hydrogen 
AISI-304 AISI 316L 

Density ρ kg/m3 70.9* 7800 7900 

Thermal Conductivity k W/(m·K) - 16 15 

Heat capacity cp J/(kg·K) 9800* 490 500 

Emissivity ε -  0.9 0.275 

Thickness δSe/ δSi m - 0.003 0.01 

* NIST, NIST Chemistry WebBook [9] 

The tank features a typical commercial uniform-density aluminum-based MLI, whose 

properties are listed in Table 3. The degradation temperature (Tdeg) was set to 660 °C, which 

is the melting point temperature of the aluminum. The fire scenario considered is a fully 

engulfing hydrocarbon pool fire for which is assumed a fire black body temperature (TBB_fire) 
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of 871 °C [10]. A set of five case studies is defined to evaluate the influence of MLI presence 

and degradation on the tank self-pressurization during fire scenarios. In cases A, B and C the 

MLI degradation model is applied as previously described for a tank featuring the 

abovementioned MLI. These cases only differ for the number of radiative layers assumed. 

Specifically, 10, 40, and 80 layers are chosen for cases A, B and C, respectively. These are 

representative of the number of layers commonly applied for cryogenic tank superinsulation. 

Such cases are compared to investigate the influence of the radiative layers number on the time 

of degradation of the MLI, and, consequently, into the self-pressurization rate of the tank in 

case of fire exposure. Then, two additional cases are also introduced (cases D and E). In case 

D it is assumed the MLI is never affected by thermal decomposition during fire exposure (even 

in the case Ti exceeds Tdeg), in fact keeping all radiative layers intact. In case E the MLI is not 

present and only high vacuum is considered between the two shells. Table 4 summarizes the 

simulations performed. 

Table 3. MLI material properties. 

Property Symbol Unit Radiative layer Spacer 

Material - - Aluminum Glass fiber fleece 

Thickness δrl/Dx m 9·10-6 7·10-4 

Density ρ kg/m3 2700 2500* 

Thermal Conductivity k W/(m·K) 250 0.8* 

Heat capacity cp J/(kg·K) 900 - 

Relative density f - - 0.017 

Emissivity ε - 0.04 - 

Spacer empirical factor C2 - - 0.0025 

Residual gas pressure** Pr Pa 1·10-4 1·10-4 

*solid material properties 

**air is assumed as residual gas within the MLI 

Table 4. List of case studies. 

Case study Description Nr. of radiative layers  

A MLI degradation on 10  

B MLI degradation on 40  

C MLI degradation on 80  

D NO MLI degradation 10  

E NO MLI presence in the vacuum chamber -  

In all the cases, the initial temperature profile in each node is set as the steady-state solution 

obtained considering constant boundary temperatures: a liquid temperature of -252.75 °C (i.e., 

the saturation temperature of hydrogen at atmospheric pressure) and an outer shell temperature 

of 25 °C (ambient temperature). This is representative of the system condition prior to fire 

exposure. 

Result and Discussion 

The transient temperature evolution within the insulation system and the heat flux through the 

inner shell of the tank (qSi) obtained for case A are illustrated in Figure 2a. Similar results were 

obtained for cases B and C, which are omitted for the sake of brevity. The dashed red line 

depicts the temperature of the external wall (TSe). Starting from the initial value, TSe rapidly 

approaches the fire temperature. As a result, the temperature of the MLI layer facing the 

external shell (T10) starts to rise until it reaches Tdeg. At this point, the layer is degraded and 
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removed from the simulation. The underneath layers (solid lines) are affected by the external 

shell temperature increase with a delay that is longer the further the layer is from the fire. It is 

worth noticing that, apart from the outermost layer, the rate of temperature increment of each 

radiative layer rises sharply as soon as the overlying layer is destroyed. 

 

Figure 2. Modeling results of the case studies; (a) transient temperature behavior (primary axis) within MLI and 

heat flux (secondary axis) through the inner wall of the tank (qSi) for case A; (b) self-pressurization curves of the 

case studies. 

In fact, when the i-th layer vanishes, the (i-1)-th one is suddenly subjected to a significant heat 

flux coming from the heated external surface. This phenomenon progresses until all the layers 

are destroyed. In case A, this occurs after 184 s of fire exposure. The dash-dotted blue line 

depicts the heat flux through the inner wall of the tank. Its value remains close to zero until the 

temperature of the layer facing the inner shell (T1) starts to rise, when a slight increase up to 

1.6 kW/m2 is observed. Then, when layer 1 degrades, the inner shell is directly exposed to the 

hot external wall, and this results in an abrupt increase of the heat flux (up to 23 kW/ m2). From 

this moment onwards, the temperature of the inner shell (dotted green line) starts to rise from 

the steady state value. Since TSi directly affects the heat flow entering the liquid phase (eq. 6 in 

Table 1), this means that the temperature of the tank lading does not change from the initial 

value until the entire MLI is destroyed. This demonstrates the protective effect of the MLI on 

tank lading in terms of delaying the temperature and, consequently, the pressure rise of the 

liquid hydrogen. 

This is also clearly visible by looking at the self-pressurization curves shown in Figure 2b. 

When the MLI is not in place (case E), the pressure within the tank starts to rise after 100 s as 

a consequence of the direct exposure to fire heat flux. On the contrary, when the MLI 

degradation is not considered (case D), the pressure increase over the simulation range is 

negligible. Such a result is not realistic since it is in contrast with experimental evidences [4]. 

Regarding the cases in which the MLI degradation is modeled (cases A, B, and C), the pressure 

trend is similar to case E, but the self-pressurization occurs only once the MLI is completely 

degraded, resulting in a significant delay with respect to the case in which MLI is not present. 

Such a delay is the larger the higher the number of layers of the MLI. This behavior is explained 

by the fact that the total degradation time (ttd) increases significantly with the number of layers. 

For instance, ttd varies from 184 s for case A (10 layers) to 560 s for case C (80 layers). 

Therefore, the MLI presence protects the liquid from the fire “heat wave” until complete 

degradation occurs, resulting in a delayed pressure growth when compared to scenarios 

involving tanks not equipped with MLI. These outcomes are also in agreement with what was 

observed by Eberwein et al. [5]. Moreover, model results suggest that a larger number of layers 
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should be preferred when designing the MLI system featuring cryogenic liquid hydrogen tanks, 

since this guarantees longer protection during fire exposure. 

Conclusions  

The aim of this study was to develop an innovative heat transfer model for aluminum-based 

MLI under fire exposure conditions in order to investigate the effect of MLI degradation on 

the pressure build-up within cryogenic liquid hydrogen tanks. The model takes into account 

the MLI degradation by assuming that a layer is destroyed when it reaches its melting point. 

The results obtained from the application of such an approach to a realistic case study 

demonstrate the strong effect of the insulation system degradation on the tank pressurization in 

fire scenarios. Although by increasing the number of radiative layers of the MLI the self-

pressurization of the tank can be significantly delayed, the response to the fire exposure is 

similar to the one of an unprotected tanks rather than one with an intact insulation system. In 

fact, in case of MLI deterioration, the insulation system failed within a few minutes, resulting 

in rapid self-pressurization of the tank. This suggests that further research should be devoted 

to improving the fire resistance of these systems. 

It is worth remarking that the proposed approach assumes a quite simple MLI degradation 

mechanism, which requires further investigation. However, the analysis of the case studies 

underscores the necessity of developing models aimed at simulating the response of liquid 

hydrogen tanks to fire exposure with due consideration to the phenomenon of insulation system 

degradation. The same is true for manufacturers and regulators willing to ensure the safe design 

and operation of liquid hydrogen tanks. 
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Introduction 

The extensive consumption of fossil fuels in recent decades and up today has caused many 

environmental problems. The development of technologies to promote the use of clean and 

renewable energies able to replace fossil fuels has become an urgent issue with the aim of 

reducing greenhouse gas emissions and achieving carbon neutrality by 2050[1, 2]. 

Renewable energy sources like wind or solar energies depend on the weather with a 

naturally intermittent character and highly uneven spatial distribution. Besides, it is not 

possible to synchronize energy production with demand, so there will be moments when 

demand cannot meet supply and others where excess production is wasted [3]. 

Due to this, it is interesting to have mechanisms to store energy at production peaks, energy 

that can be returned to the electrical grid at times of high demand. The electric power 

generated by renewable energy can be stored in different ways, one of them using energy 

carriers like hydrogen. 

Water electrolysis is, from a sustainability point of view, one of the best practical methods 

for hydrogen production on a large scale [4]. 

Depending on the electrolyte, operating temperatures and ionic transport, electrochemical 

water splitting (EWS) can be divided in different categories: alkaline water electrolysis 

(AWE), proton exchange membrane water electrolysis (PEM or PEMWE), anion exchange 

membrane water electrolysis (AEMWE) and high temperature water electrolysis in solid 

oxide cells (SOEL) [5, 6]. 

From the previous categories, PEM electrolysis is one of the most suitable options for its 

integration with intermittent energy sources. The core of a PEM electrolyzer includes the 

following components: bipolar plates, porous transport layers and a membrane-electrode 

assembly. The electrolyte is the polymer membrane separating both electrodes and allowing 

the pass of protons from one electrode to the other. In most cases, the catalyst layers are 

deposited on each side of the membrane forming the key component of the cell: the 

membrane-electrode assembly (MEA). Two porous transport layers (PTL), also called gas 

diffusion layers (GDL), are sandwiched on both sides of the MEA helping the passage of 

water and gases to the MEA. Two bipolar plates (BPs), also called flow-field plates, 

encapsulate the rest of components facilitating transfer of charge, mass, heat and establish 

contact to the external power supply [5, 7]. 

The main advantages of a PEM electrolyzer are operation at high current density, high purity 

hydrogen production, ability to work under a wide range of input power and a compact 

system design in which high operation pressures are achievable [6, 8]. 
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Some negative aspects are that PEM systems require expensive materials, like precious 

metals in electrodes or titanium in current collectors and separator plates. In addition, all 

components of the stack suffer from corrosion problems to a lesser or greater extent due to 

the combination of acidic regime and the high applied overvoltage. 

There are also additional problems derived from its combination with intermittent energy 

sources. Intermittent renewable energies rarely satisfy the operation requirements of these 

systems, since they are compelled to operate under a wide fluctuating power range. This 

will lead repeatedly changes of the electrolyzer temperature and current density from low to 

high under fluctuating power operation. These changes could contribute to fast degradation 

of its components.  

Furthermore, when an electrolyzer works at low power, the rates at which hydrogen and 

oxygen are produced (which are proportional to current density) may be lower than the rate 

at which these gases permeate through electrolyte, and mix with each other. This may create 

hazardous conditions inside the electrolyzer due the flammability of hydrogen in oxygen. 

Hydrogen flammability limits in oxygen range from 4.6 vol. % to 93.9 vol. % [1, 2, 9]. 

The scaling up and bundling of generation plants contribute to largely mitigate the effects 

of intermittency [2]. There are various strategies to minimize the inconveniences of 

associating an electrolyzer with a renewable energy source. A possibility for enhancing their 

durability consists in protecting the electrodes by applying an arbitrary low protection 

current during shutdown, with the drawback that this solution requires additional power 

supply [10]. 

Other type of strategies focus on modifying the material components of the different parts 

of the electrolyzer with the objectives of making the cost of the stack cheaper, increasing 

the mechanical and chemical resistance, making corrosion and degradation more difficult, 

and reducing the permeability of hydrogen through the electrolyte. This approach includes 

electrodes, the electrolyte, porous transport layers and flow-field and collector plates.  

In the case of electrodes, the best strategies are trying to reduce the amount of precious or 

rare metals necessary, usually Ir or Ru for the anode and Pt for the cathode. Various 

nanostructures have been proposed to reduce the necessary load of said metals. Alloys of 

these materials with cheaper metals have also been tested. Diverse attempts have been made 

to completely dispense precious metals, but, in general, they have had durability problems 

[5, 6, 8]. 

These strategies go through two possibilities in the case of the polymeric membrane. The 

first is continuing with perfluorosulfonic acid (PFSA) type membranes, but improving its 

behavior through changes in its microstructure or incorporation of diverse fillers: i.e. 

nanofillers or nanofibers. The second strategy is to replace PFSA membranes with 

hydrocarbon membranes, which generally have lower hydrogen permeation, but have 

degradation problems. In both types of membranes, various copolymers are also tested [11–

14]. 

In the case of PTLs, a fundamental factor is the optimization of porosity; high porosity 

favors the flow of water and gases but decreases the transport of electrons, low porosity 

reverses the previous effects. On the other hand, the most used material is titanium, which, 

although it has reasonable resistance to corrosion, is not immune to it, suffering from 

passivation problems; various coatings are being studied to improve its behavior. Titanium 

is also used for BP. It presents corrosion problems especially on the anode side, where a 

surface layer of oxide that increases resistance and thermal conductivity is usually 

developed. On the cathode side, the presence of hydrogen tends to weaken it. Diverse 

coatings and cheaper materials such as stainless steel, aluminum or graphite (only for the 

cathode side) have been investigated as improvement strategies. 

42



      

 3 

The main objective of the research of this work is focused on this last strategy of improving 

materials and components to increase the durability of PEM electrolyzers operated with 

intermittent power supply. In a first approach, a commercial single cell PEM electrolyzer 

will be operated under transitory regimes with variable operation conditions to analyze its 

behavior. The degradation effects originated by these conditions in the main components 

will be evaluated. 

 

Initial approach and methodology  

The objective of this work is studying the coupling of a PEM type electrolyzer to renewable 

energy sources, especially wind turbines, and trying to minimize the problems associated 

with the characteristic intermittency of this kind of energy sources. 

To do this, a stack with state-of-the-art components is being evaluated under stationary and 

transient operation condition in order to study the problems that may arise when it is 

associated with intermittent energy sources.  

For this, different tests are being carried out. In all tests, measurement of voltage and current 

along with time is required. It would be appropriate to measure other variables such as 

hydrogen generation, pressure and temperature in order to collect as much information as 

possible.[15] 

 

1) Start-up test up to nominal power of the electrolyzer. 

The objective of the test is acquiring the voltage and current profiles as a function of time, 

in a start-up under different conditions, until reaching the permanent regime at nominal 

power. There are two different tests within this category: 

1a) Cold start test. The cold start test refers to the initial operation when the device or 

system is at ambient temperature and pressure. The purpose is determining the period 

required until the nominal power is reached. At the beginingt of this test, the electrolyzer 

must have been at complete stop for at least 2 hours at room temperature and pressure. 

Then, it is turned on and set at the nominal power waiting until reaching the permanent 

regime at nominal power. 

1b) Start-up test from standby conditions. At the beginning of this test, the system must be 

in standby conditions for at least 1 hour. Then, a nominal power reference is applied, 

registering the parameters until reaching the permanent regime at nominal power. 

 

2) Stop test from nominal power. 

This test aims to know the response of the electrolyzer to a sudden stop from its nominal 

power. For that, we bring the electrolyzer up to nominal power keeping it for at least one 

hour in these conditions. Then, we disconnect the source or bring the current to zero waiting 

for hydrogen production drop to zero. 

 

3) Voltage gap tests. 

The objective of the test is determining the response of the electrolyzer to voltage gaps. To 

do this, the power supply is inhibited for different periods of time and reconnected after 

these periods. Initially, the electrolyzer is mantained at nominal power for at least 15 

minutes. Then, the power supply is disconnected for a variable period of time (1s -5s -30s 

-60s) and hereunder reconnected again. 

 

4) Current gap tests. 
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The test consists of lowering the current setpoint in steps to 75%-50%-25%-0% of the 

maximum available for 60 seconds and returning to the maximum to watch the response 

of the electrolyzer to current gaps. To do it, the electrolyzer is keeping at maximum 

current for at least 15 minutes and then the current setpoints are varied for a period of 

time of 60 seconds returning to 100% of maximum current between each change. The 

Figure 1 shows the expected behavior: 

 
Figure 1. Current gap tests, whole figure (top) and part (below). 

 

5) Tests with steps and current ramps. 

The test aims to analyze the dynamic response of the electrolyzer to current steps of 

different magnitude. It consists of giving slogans of current steps until reaching the 

permanent regime. From this test, it is possible to make an electrical dynamic model of the 

electrolyzer [16]. For that, it is necessary to have the electrolyzer in standby state and then 

give current setpoints in steps (25% - 50% - 75% - 100%) to reach the permanent regime 

in each setpoint, waiting after that 2 minutes in steady state before moving to the next stage. 

 

6) Tests with a variable electricity generation profile. 

The objective of this test is to evaluate the response of the electrolyzer to variable 

generation (imitating wind production) for a considerable time. The profile data provided 

for the Figure 2 is taken from the real data of the NED100 wind turbine of the CIEMAT. 
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Figure 2. Test with a variable electricity generation profile. 

 

 

Conclusions  

According to the proposed methodology, a single cell electrolyzer is being analyzed after 

operation under stationary and transient regimes. The postmortem analysis after reducing 

their performance is expected to provide valuable information about the main deactivation 

processes reducing the durability of the systems. This study is key to introduce adequate 

strategies to improve the useful life of components and systems. 
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Introduction 

In recent years, the incorporation of renewable energies into electrolysis systems has been 

attracting increasing attention from both the scientific community and major industrial 

stakeholders. This growing interest arises from their critical role in facilitating the shift towards 

low-carbon and sustainable hydrogen production. Nevertheless, the intermittent nature of 

renewable energy sources introduces complexity into this integration, affecting various key 

performance indicators of electrolysis systems [1]. Despite the significant lack of research in 

this area, especially at industrial scales, there is a prevailing literature consensus that 

intermittency exerts a substantial impact on the performance of electrolyzers across all levels 

of system operation [2]–[4]. The analysis and optimization of such intermittent operation are 

therefore critical steps towards a deeper understanding of the challenges linked to the 

integration of renewable energies as power sources for electrolysis systems.  

 

This work focuses on the development of tools based on experimental work and modeling to 

achieve a twofold objective of gaining further insight into the impacts of intermittency on the 

performance of a 55 kW proton exchange membrane (PEM) electrolyzer and proposing 

solutions for their mitigation. 

 
 

Methodology 

A test campaign was conducted on a 55 kW PEM electrolyzer to gather preliminary 

information about the actual system performance when operating under intermittent conditions. 

In addition, a 0D performance model has been developed in order to simulate its operation of  

under various load scenarios. Simulation results have been fitted to the experimental 

polarization curve recorded from the electrolyzer plant. This preliminary step towards model 

validation is presented in this paper.  
 

1. Experimental tests 

 

The experimental tests were performed on a 55 kW PEM electrolyzer manufactured by 

ELOGEN. The system consists of a single cylindrical stack made of 48 cells, 600 cm² each, 

connected in series using bipolar plates. The plant is able to produce 10 Nm3/h of hydrogen at 

a nominal current density of 0.8 A/cm2 and can operate at partial loads ranging from 10% to 

100% of its nominal capacity. The Balance-of-Plant (BoP) is divided into two primary areas. 

The process area is equipped with a multitude of components including purification, cooling 
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and conditioning units. In this section, an array of regulation loops and sensors is integrated to 

control the main operation parameters such as temperature, pressure, liquid levels, and gas 

composition, and to ensure safe operations. Additionally, a utilities area dedicated to electrical 

units, most notably the AC/DC rectifier, which plays a crucial role in electrical distribution and 

system power management, is integrated to the system. This area also houses water purification 

and cooling units. Figure 1 provides an overview of the process flow diagram of the 

electrolyzer. 

 
Figure 1: Simplified Process Flow Diagram (PFD) of the electrolyzer 

Specifications ELYTE10 

Nominal power (kW) 55 

Nominal H2 flow rate (Nm3/h) 10 

Load range (%) 10 – 100 

Max ramp-up (A/s) 10 

Stack specific consumption (kWh/Nm3H2) 4.3 

System specific consumption (kWh/Nm3H2) 5.4 

Nominal temperature (°C) 63 – 66 

H2 pressure (bar) 30 

Table 1: Electrolyzer manufacturer specifications (model ELYTE10 from ELOGEN) 

The objectives of the test campaign were twofold. The first one was to establish a solid 

experimental database regarding the electrolyzer performance under nominal conditions (P=55 

kW, T=65°C). This dataset serves a dual purpose: as a benchmark for comparison with other 

tests and as a means to validate a performance model. The second objective was to test various 

types of dynamic power profiles based on grid services and renewable energies, in order to 

quantify the impacts of intermittency on the most relevant performance indicators of the 

system.  

 

2. Modeling 
 

A lumped and homogeneous 0D approach has been adopted to develop a multiphysic model of 

the PEM electrolyzer. The main model specificity lies on its ability to estimate the electrolyzer 

performance and behavior across diverse load scenarios, thereby promoting the incorporation 
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of renewable and intermittent energy sources, and its scalability to larger-scale electrolyzers. 

A semi-empirical approach, mostly based on analytical equations and existing works [4]–[7] 

has been applied to describe the physical behavior of the electrolyzer. At the system level, all 

Balance-of-Plant components including control loops have been designed in accordance with 

the manufacturer specifications. At a lower level, three submodels have been developed to 

capture the fluidic, electrochemical and thermal behavior of the stack. Figure 2 offers a deeper 

insight into the model structure, the input and output flows of each block, and how they interact 

with each other. 

 
 

Figure 2: Model Flow Diagram (MFD) 

The main assumptions are detailed below: 

• Pressure drops are assumed to be low enough to be neglected; 

• Temperature distribution is assumed to be uniform within the stack; 

• Mass transfers and electrochemical and thermal behavior are assumed to be similar in 

each cell;  

• Diffusion overpotentials are considered negligible at high current densities; 

• Two-phase flow issues related to bubble coverage are neglected for the two following 

reasons: (i) they mainly impact performances at high current densities, (ii) the accurate 

description of such two-phase issues requires to take into account both time and spatial 

variations; 

• The electrical dynamics of the system are considered to be fast enough to not be taken 

into account. 

 

Results and discussion  

1. Model validation 

 

The analytical equation employed to model the polarization curve has been fitted based on the 

experimental data recorded from the 55 kW PEM electrolyzer. During this test, the electrolyzer 

started to operate from a cold state and a constant DC power setpoint was applied at the system 
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maximum capacity. As depicted in Figure 3, the temperature began to stabilize at 65°C±1°C, 

approximately 1h after the Beginning-of-Test (BoT). Once thermal equilibrium was achieved, 

(j,U) data points between 30% and 100% of the system nominal power condition were collected 

to plot the polarization curve.  

 

      
Figure 3: System start-up from cold state to nominal conditions (test performed on 09/15/2022) 

A non-linear Generalized Reduced Gradient (GRG) optimization algorithm has been applied 

to the equation of the polarization curve and provided a satisfactory fitting with a root mean 

square error of 10-3, as depicted in Figure 4. The three fitted parameters, summarized in 

Table 2, were then compared to typical value ranges found for PEM technology under the 

same operating conditions, demonstrating consistent alignment with existing literature data 

[4]. To illustrate, Biaku et al. [8] reported solutions on the order of 10-4 to 10-3 for the anode 

exchange current density and of 10-1 for the cathode exchange current density. 

 

 
Figure 4: Fitting of the polarization curve at 65°C 

Description Parameter Value 

Anode exchange current density (A/cm²) i0,an 1.34*10-4 

Cathode exchange current density (A/cm²) i0,cat 8*10-1 

Equivalent ohmic resistance (Ω) Req 3.18*10-1 

Table 2: Fitted parameters from the polarization curve equation 

The next step of this work will consist in validating the entire model. Once achieved, long-term 

simulations will be conducted to capture seasonal intermittency, with the goal of defining and 

testing advanced control strategies and monitoring tools. 
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2. Experimental results 

 

The same test also served as a benchmark for assessing key performance indicators of the 

electrolyzer at nominal conditions, including the mean specific consumption at the stack and 

system levels and the quality of produced hydrogen. An additional test has been performed 

under dynamic grid conditions and compared to the system baseline performance obtained at 

nominal conditions and allowed drawing the first outcomes on the impacts of intermittency. 

The results from these tests are summarized in Table 3. 

 

KPI 
Dynamic grid 

conditions 

Steady-state 

nominal conditions 

Stack specific consumption (kWh/Nm3H2) 3.924 4.334 

System specific consumption (kWh/Nm3H2) 7.786 5.784 

Amount of O2 in H2 (%) 1.058 0.298 

Table 3: Performance of the 55 kW PEM electrolyzer under dynamic and steady-state nominal conditions (test 

performed on 09/15/2022) 

Additional dynamic profiles based on grid services and renewable load scenarios will be tested 

to further refine these first conclusions.  
 

 

Conclusion 

In this paper, a methodology aimed at deepening the level of understanding on intermittency 

issues was introduced. This approach hinges on the development of a performance model of a 

system-scale electrolyzer and the implementation of experimental tests designed to evaluate 

different topologies of intermittent power profiles and deduce relevant outcomes regarding the 

impacts of intermittency on the performance of electrolyzer systems. Preliminary results from 

the test campaign have also contributed to the validation of the electrochemical submodel and 

the calibration of the polarization curve with a high correlation factor. Further tests will be 

performed in order to validate the entire model and build a strong database on intermittency 

impacts. This will provide valuable information to develop and test mitigation strategies based 

on long-term simulations over a large spectrum of intermittent load scenarios.  
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Introduction
Green hydrogen is needed as an energy carrier in the energy transition away from fossil energy
sources. For this reason, large quantities of renewable energy-based hydrogen will be required.
Most of this will be produced by PEM water electrolyser technology, which has the
disadvantage of requiring high overvoltage to break the water molecule into hydrogen and
oxygen gas products [1]. If SO2 is added to the anode, the reaction changes, and SO2 is oxidized
to sulphuric acid, simultaneously producing protons that transport via a Proton exchange
membrane (PEM) to the cathode to produce hydrogen. This reaction has the advantage of
significantly lower standard potential E° ~ 0.17 V compared to conventional water electrolysis
E° ~ 1.23 V [2]. A bibliometric analysis in the field of Sulphur dioxide Depolarized
Electrolyser (SDE) is quite necessary to have a complete overview of the evolution of research
in this field. It provides an extensive outlook on the past, present, and prospective research
areas along with patterns in citation of the articles [3]. There are many benefits to performing
a bibliometric analysis [4]:
1) It helps in improving the quality of future papers by allowing authors to consider the

success from the past.
2) It can save time for future authors by helping them identify relevant papers quickly.
3) It reveals information in connection to the field’s growth and impact, and the key

contributors and publications within that field.
There has been a bibliometric study on hydrogen electrolyser technologies but there is no
mention of SDE [5] and this is the first bibliometric analysis for SDE technology. The study
stands out in a way that it provides insights on the evolution of the SDE technology, the issues
that have been addressed and the future direction for researchers. It illustrates how SDE
technology has developed over time, highlighting significant turning points and areas of
research interest such as catalyst development, membrane materials, scalability, and cost
minimization.

Methodology
The SCOPUS database is a useful tool that provides statistical analysis of the extracted
documents by giving data of type of documents published, number of documents per year,
source, author, country, subject area, affiliation, and funding sponsor. To map the data obtained
based on key words and author contributions, VOSviewer software (version 1.6.18) developed
by Van Eck and Waltman [6] was used. The software provides a variety of features to analyze
and visualize data obtained from databases like Web of Science, Scopus, and PubMed. It
generates maps that can be altered as per the analyzer’s key interests and takeaways from the
data [7]. The analysis combines the benefits of VOSviewer and Scopus to map the
developments in the field of SDE. To better understand the trend of articles published in SDE,
it is essential to perform a search on the SCOPUS database. The database yielded 65 articles
as of 20th of March 2023. To gather the relevant dataset, the terms "SO2 depolarized
electrolyser", "Oxidation of Gas-Phase SO2 " and "oxidation of dissolved sulphur dioxide".
Different variations of the phrase "SO2 depolarized electrolyser" were searched for based on a
thorough survey of the keywords used in several papers in the data base, along with the
variation in language in different parts of the world, for example, “sulphur” maybe be spelled
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in different ways. The search resulted in around 120 articles, but each abstract was checked for
relevance and filtered to give 65 documents. To create keyword co-occurrences map, the data
was retrieved as a comma-separated value (csv.) file and imported to VOSviewer. The data
type was chosen as map based on text data, and the csv file was read, followed by choosing the
terms to be extracted from title and abstract fields. Further, binary counting was chosen,
meaning only the presence of a given term is counted while the number of repetitions within
the content is not accounted for. The minimum number of occurrences of a term was set to
three times. This filtered 1719 to 158 terms; by default, only 60% of the most relevant terms
were selected. Out of the 95 most relevant terms, each term was checked manually for
repetitions and relevance and removed accordingly.

Discussion
Based on the data obtained from SCOPUS and VOSviewer mapping tool, the keyword co-
occurrences map was created as shown in Figure 1. The clusters are formed by the software
based on the keywords' co-occurrences and relevance. The keywords show the infancy of the
field of SDE even though the information about SO2 electrolysis was first published in 1965
[8]. This is also attributed to the number of documents in the field, especially the existence of
only one review paper [9]. It may be seen from the map that the three clusters are almost
equally sized: the red and green clusters consist of 17 keywords, while the blue cluster
comprises of 15 keywords. Mapping the keywords provides insight into the most important
research areas focused on. The focus has been on developing a system to increase hydrogen
production. The keywords seem to have repeated quite often like “HyS process” and “hybrid
sulphur process” or “SO2 depolarized electrolysis” and “SDE process”. The red cluster focuses
on the keywords such as “sulphur”, hys process”, “Proton exchange membrane”, “transport”
and “oxygen” that indicate the initial years of development of the SDE.

Figure 1: Keyword co-occurrences map: Red cluster- Early SDE Development; Green cluster- Improved
Hydrogen Production; Blue cluster- Electrochemical Analysis Focus; the size of the circle indicates the

occurrences’ weightage, and the color of the nodes give away the cluster they belong to.

The green cluster focuses on the experimentation to enhance the system for higher H2
production by increasing stability through changes in cell configuration in the stack and finding
the suitable membrane for the SDE. Polybenzindazole has been used in composite membranes
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to enhance H2 production [10, 11]. H2 production at high temperatures in the range of 110 to
140℃ has been reported by Díaz-Abad, Fernández-Mancebo et al. 2022 [10]. SO2 crossover
and its reduction leading to the formation of sulphur can also be interpreted through the link
between the keywords “sulphur”, “crossover”, “diffusion” and “transport” in the red cluster
[11]. SDE offers a more effective and economical way to produce hydrogen gas, which has the
potential to lower CO2 emissions [12]. The efficiency and the cost of the electrolysis cell can
be improved by varying the catalyst loading and design and optimise the electrolysis cells. It
has been shown that SDE has the potential to produce hydrogen gas with higher efficiency and
lower cost compared to traditional water electrolysis methods [13]. The stability of the cell is
an important consideration for the long-term viability of the SDE process [14].

The keywords like “linear sweep voltammetry” and “cyclic voltammetry” find value in the
electrochemical aspect of SDE and have been used frequently in articles [15-18]. The
connection between H2SO4 and electrolyte can represent the requirement of extremely low pH
to support the reaction [11, 19]. “Platinum” appears to be used frequently, which can be
accounted for by using platinum as the catalyst of the electrocatalytic oxidation of SO2 and has
been found to be one of the best catalysts for SDE [8]. Most of the research has been related
to the catalysts, membranes, and cell configuration of the electrolyser. This means that the
research horizon needs to broaden in the future to increase the system's efficiency, stability and
prevent the formation of sulphur on the cathode. Reducing the cost of the system could also be
an important parameter that can be achieved by using non-platinum group metals. The analysis
clarifies the existing research in the SDE field and allows research to look for an expansion of
the field in the future.

Table 1 Top five most productive countries

Sno. Country Number of documents Citations Average citations
1 USA 21 467 22.2
2 China 10 70 7
3 South Korea 9 43 4.8
4 Spain 6 42 7
5 Finland 5 54 10.8

To better understand the distribution of research in SDE topographically, the data was analysed
using Scopus and a total of 19 countries were identified, out of which the top 5 contributing
countries have been listed in Table 1.The USA has published the most documents, contributing
32.3% of the total number of publications, making it the leading country in SDE research with
an average citation of 22.2. The large difference in the citation is attributed by the fact that the
initial work was done in the USA. Even though China has published 17% of the publications,
it has an average citation of 7 which may be attributed by the fact that the publications are quite
recent, with seven papers published in 2021-22 and three papers published from 2013-15. On
the other hand, the papers published in Finland have higher citations when compared to China,
South Korea, and Spain. This shows that the group has studied SDE related phenomena,
making it valuable for future researchers and began their research in SDE earlier than the other
countries meaning longer periods of citation. Comparing the average citations can be
complicated in the case of SDE since majority of the documents have been published recently
giving very less time to be cited.  South Korea and Spain contributed 14% and 9% of published
documents. The self-citations have been excluded from the total number of citations, and the
same has been used to calculate the average citations.
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Figure 2 Number of documents by their type published per year.

The year-wise number of publications has been graphically represented in Figure 2. It shows a
growing trend in research in SDE and appropriately represents the evolution of the field. The
SDE technology wouldn’t exist without the research on the electrochemical oxidation of
dissolved SO2 in water to give H2SO4 and H+ ions. The first paper related to the chemistry
behind SDE was published in 1965, and the tests were performed using platinum and gold
electrodes [8]. The article provided insight into the mechanisms involved in the oxidation of
SO2 in two stages: sulphite (SO3

2-) and sulphate (SO4
2-) intermediates formation, followed by

the final oxidation of SO4
2- to produce O2 and H2SO4. The effect of pH, temperature, and

electrode potential was studied, which showed that the oxidation of SO2 was pH-dependent,
with higher pH values resulting in faster reaction rates and higher efficiency achieved at higher
temperatures and more positive electrode potentials [8].

In 1979, the first Hybrid Sulphur (HyS) closed cycle laboratory model and electrolyser was
developed [21]. Further, the three main steps in the closed HyS cycle were discussed, along
with the use of different concentrations of the electrolytes. Contrary to the findings of Seo and
Sawyer in 1965 [8], a higher concentration of sulphuric acid resulted in a higher yield of
hydrogen (in opposition to the higher pH requirement in the former case), while the addition
of sodium sulphate and sodium bisulphite in the electrolyte improved the stability of the
electrolyte and reduced corrosion of the reactor materials [21]. Over the next few years (1980-
1983) [13, 22, 23], the articles describe the development of the SDE cell, and the challenges
associated with the SDE. This included optimizing the operating parameters like temperature,
pressure, and composition of the electrolyte and catalyst material. A reduction of efficiency
was observed due to the deposition of sulphur on the surface of the cathode. It was also noted
that the current density was relatively low.

In the late 1980s and early 1990s, the focus was on the anodic oxidation of SO2 by different
methods [24-27]. Numerous investigations have shown that SDE may efficiently and
economically produce hydrogen gas. The effect of nitrogen oxides on the oxidation of SO2 was
also studied, showing that NOx blocks the catalyst surface, leading to a partial reduction in the
electrocatalytic process rate [28]. SDE's ability to function at very low temperatures and
pressures, which lowers the energy needed to produce hydrogen, was seen as one of its main
advantages and further work was continued in the 2000s. Interestingly, after 1992, the first
paper in the 2000s was published only in 2005. This large gap in the technology development
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could be attributed to the availability of funds for SDE related projects. As researchers worked
to improve the efficiency and stability of the SDE process, they also explored several catalysts,
electrode materials, cell parameters, and different methods of operation [29]. In 2006, Summers
and Gorensek proposed a promising option, the potential use of a nuclear reactor to provide the
necessary energy to produce green H2 by the HyS process [30].

After 2010, the primary focus has been on improving the technology, exploring its potential,
and overall cost reduction. The development of effective and stable catalysts for the
electrochemical reaction that occurs in SDE has been the subject of extensive research [18].
The efficiency of catalysts like platinum, palladium, nickel, and cobalt has been investigated
[9]. To increase the efficacy and long-term viability of SDE, researchers have been looking at
new materials for the membranes that are employed in the process. An essential component of
the commercialization of SDE technology is its scalability. Studies have been done on how to
increase the performance of the system on a larger scale by optimizing the design and
operational circumstances. To minimize the overall cost of the technology, studies have been
done to find ways to lower the cost of materials, boost process efficiency, and improve system
design [31].
Only one review paper has been written on SDE technology that focuses on catalysts
development for the system. The paper highlights the different anodic catalysts that have been
tested for SDE, their advantages and disadvantages, the effect of platinum loading and
prospects for development of new catalysts [9]. The authors point out that platinum is the most
promising catalyst for the SDE process but most of the tests have been conducted using half-
cells or three electrode assemblies using rotating electrodes which means that it is important to
test these catalysts in full electrolysers to support the obtained results for scale up of the
process.

Conclusions
Using the analysis made, it is possible to create a basis for further research in the field of SDE.
This analysis can be used as the first step in the right direction towards the growth and maturity
of SDE. There could be several directions:
1. Catalyst development: Due to criticality of noble metals that seem to be most effective for

SDE, it would be beneficial to explore alternate catalyst materials even though catalyst
development is the most researched area in SDE.

2. Membrane materials: This is the most critical part of the SDE where the SO2 crossover
takes place. This is because SO2 is absorbed in water and all PEMs work by water transport.
Thus, finding a membrane that is proton conductive but does not allow SO2 to pass through
is quite challenging. Finding the right membrane would be the key to long term viability
and stability of SDE.

3. Scalability, cost reduction and system optimization: Research efforts should be directed
towards minimizing the overall cost of the technology. This could involve finding ways to
lower the cost of materials, increase process efficiency, and improve system design. This
would mean that the scalability of the process would be enhanced.

4. Addressing sulphur deposition and SO2 crossover: The reduction of SO2 at the cathode is
one of the most important challenges that needs to be addressed and it is important to
consider innovative approaches to mitigate the same.

5. Other approaches: A thorough environmental and economic analysis in the field of SDE
would be useful in comparing the SDE with other commercially available electrolyser
technologies. Encouraging collaboration among researchers, institutions, and industries to
share knowledge and expertise, could potentially lead to innovative breakthroughs in SDE
technology as it has in the past.
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Introduction 

More than 145 years ago, author Jules Verne wrote of a world where “water will one day be 

employed as fuel, that hydrogen and oxygen which constitute it, used singly or together, will 

furnish an inexhaustible source of heat and light, of an intensity of which coal is not capable”. 

Today, we see that imagined world emerging. Whilst hydrogen is the most abundant compound 

in the world, interest in low carbon hydrogen has increased throughout the globe and 

particularly in the EU since the 2020 covid pandemic and the military invasion in Ukraine in 

2021. Hydrogen marks an opportunity for energy security and is a critical element of the energy 

transition to a low-carbon world, as it has become evident that certain types of hydrogen have 

the potential to replace natural gas and electricity sourced from fossil fuels in the road to the 

decarbonization of the energy sector. Its versatility and ability to be produced from renewable 

energy (and consequently emit no carbon) are some of the reasons for the increased interest, 

which has seen many nations including hydrogen as an integral part of their decarbonization 

strategies. As an example of its versatility, hydrogen can be utilized as feedstock, fuel, and as 

energy storage for either electricity (power-to-power) or gas (power-to-gas) [1]. 

For the hydrogen economy to take off, a regulatory framework that captures all its potential 

benefits to several systems such as electricity, gas and transportation is critically needed. 

However, the current regulatory framework for the energy system is heavily siloed; geared 

toward regulating one sector with little if any cross-sectoral or integrated elements. The 

versatile nature of hydrogen, however, requires a holistic approach to regulation, for example, 

so that hydrogen production relying on electricity can feed the end product into the gas system. 

The International Renewable Energy Authority (IRENA) has stated that the creation of the 

hydrogen economy requires a regulatory framework which transcends sectoral boundaries [2].  

 

The future EU energy system is envisaged to be an integrated energy system, as set out in the 

EU strategy on energy system integration [3]. However, whilst infrastructural and 

technological integration is indeed a positive step, this must be coupled with legal integration.  

Some of the critical issues obstructing the development of an integrated energy system, include 

that the energy sector is largely still regulated independently (for example the separate 

regulation of electricity and gas); consequently, networks are still planned and managed 

independently. In addition, there exist discrepancies between the ten-year network 

development plan (TYNDP) at EU level and national network development plans (NDP) at 

Member State level, as Member States are not obligated to develop them in certain 

circumstances.  

 

The current existing, envisaged and burgeoning framework has issues, including that: (i) the 

regulatory design of the energy sector is still largely based on the traditional market model [4]; 

and (ii) there is a lack of a legal framework for hydrogen networks, which merely exist in draft 
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form and/or requires further elaboration in the future [5]. For these reasons, the research will 

aim at proposing the legal and policy instruments that are needed for harmonizing the EU legal 

framework for cross-sectoral integration and for network planning to foster more integration 

and enabling more flexibility in the EU energy system. Achieving coherence at EU level will 

axiomatically facilitate Member States to reach the same level of integration and harmonization 

of their networks. Aspects such as unbundling rules, tariffs, third-party access and network 

codes to energy and hydrogen systems must be analyzed as these are considered the necessary 

regulatory conditions for the development of a new competitive market [6]. 

 

This research calls for legal system integration in EU energy law and the amalgamation of 

currently discreet legal regulation of different energy sectors. It also looks to reducing the 

fragmentation between the EU level and Member State level in this regard. Whilst the broader 

topic of fragmentation is a large one, the research presented at the conference will be the results 

from the preliminary research related to finding the lacunas and sources of incoherence and 

fragmentation.  
 

Methodology  

This research will be rooted in the theoretical framework and principles of energy justice, the 

‘just’ transition, and the planetary boundaries framework. The reason behind this being that the 

EU energy planning and regulation should promote and enable a transition into an integrated 

energy system that is inclusive, fair and within the planetary boundaries. This will ensure that 

societies function under the safe operating space for humanity. A new study revealed not only 

that the level of transgression of three of the planetary boundaries previously identified have 

increased, but also that six out of the nine planetary boundaries have been transgressed [7]. 

Thus, bolstering the need for energy policy and legislation to be seen through this lens.  

 

The preliminary legal analysis will focus on answering the following research questions: 

 

1. What are the existing EU energy policies promoting the energy transition to net-zero 

and the integration of renewable energy, including ‘renewable’ hydrogen, and what is 

the existing legal and regulatory framework at EU level that enables it at a Member 

State level? 

 

2. Are there any contradictions, gaps, ambiguities, or redundancies between policies 

and/or secondary legislation that are causing barriers for the deployment of the 

hydrogen economy on one hand, and achieving the climate goals and the development 

of a net-zero energy economy in the EU on the other hand? 

 

3. What fragmentation or lack of coherence is found as a result of the aforementioned two 

queries?  

 

The research will be driven by the need to understand "how to design an integrated hydrogen 

regulatory and policy framework for the EU which holistically governs hydrogen across its 

most relevant sectors and avoids fragmentation." Given that the research aims to find a holistic 

manner to regulate hydrogen in all its necessary contexts, various research methods will be 

adopted.  

 

The research methods adopted for this will include comparative and 'law in context' approaches 

to energy law and policy. An element of doctrinal research aimed at ascertaining what the law 
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and policy is at an EU and Member State level as well as cementing the different contexts to 

which these legal regimes and policies apply, will also be used. In order to achieve this, first, 

it will be necessary to identify the cause of the existing network and planning fragmentation in 

the region and then at country level by adopting a comparative methodology and analyzing 

specific case studies, such as the Netherlands, Germany and Spain. Thereafter, proposing the 

legal instruments needed at an EU level that could potentially facilitate and promote more 

network integration through planning. Consequently, one of the focuses of this research is on 

hydrogen as the nexus between the electricity, transport and gas sectors and removing the siloed 

and discreet approach to which these areas of the energy landscape have been regulated to date.  

 

In answering these questions, not only legal analysis of the relevant policies and legislation is 

necessary, but also literature review and content analysis of reports on the development of a 

hydrogen economy for creating integrated energy systems.  The aim of the preliminary stage 

of the research is to create a matrix that identifies the gaps, ambiguities, contradictions that 

could be creating barriers for the development of an integrated energy system through 

hydrogen. 

 

Discussion  

Hydrogen is an energy carrier or a secondary energy source, and not an energy source itself 

[2]. Resultantly, hydrogen needs to be produced through other forms of energy such as 

renewable energy in the form of electricity. Therefore, hydrogen is not always necessarily 

‘green’, but rather, this depends on the primary energy source used to produce it.  Currently, it 

is widely produced from fossil fuels [8]. However, renewable energy, derived predominantly 

from solar and wind have the potential to increase the production of hydrogen from renewable 

sources and make it ‘green’. The push to do so is bolstered by its potential to contribute to the 

achievement of increasing the overall energy consumption of renewable energy in the EU to 

42.5% by 2030 as well the mandatory usage targets of hydrogen in industry and transport set 

in the new recast Renewables Energy Directive [9]. Another reason for the increased interest 

and attractiveness of hydrogen relates to its storage potential, which makes it an attractive 

technology for both the electricity and gas industries as it can provide flexibility (especially in 

light of the intermittence caused by renewable forms of electricity) [4]. 

The last five years have seen significant legislative and policy activity at an EU level aimed at 

climate change mitigation and adaptation and focusing on the energy transition as a way to 

achieve decarbonization. As a result, the different EU institutions have either published 

proposals to reform the main secondary legislation or already published the recast of some of 

them to facilitate the integration of new technologies and energy carriers into the energy 

system, foster system integration and flexibility. Examples include the 2020 European Green 

Deal [10], the 2020 EU Hydrogen Strategy [11], 2020 EU Energy System Integration Strategy 

[12], the 2021 Fit for 55 Package [13], the EU Green Deal Industrial Plan [14], and the recently 

published Directive (EU) 2023/1791 on energy efficiency [15], the Regulation (EU) 2023/1804 

on the deployment of Alternative Fuels Infrastructure [16] and the recast Renewable Energy 

Directive 2023 [9]. However, as set out earlier, these policies and legal instruments are often 

siloed, do not speak to one another or have the possibility of creating fragmentation rather than 

integration. Resultantly, for the 2024 EPHyC Conference that will take place in March 2024, 

we will present on our preliminary findings consisting of the identification and mapping of all 

the legal hurdles for integrated energy system planning for the ‘Hydrogen Economy’ in the EU.  
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The expected findings of the preliminary stage of the research will consist of identifying the 

sources of fragmentation in the European energy system. As an example, the recently published 

Regulation on alternative fuels infrastructure and the recast Renewables Energy Directive 

already present challenges as well as contradictions between electricity and gas directives. On 

one hand the Regulation on alternative fuels infrastructure will require investment in 

transmission lines, gas network infrastructure and storage infrastructure throughout the 

European transport corridors for the transport of hydrogen, which will require EU and Member 

States cooperation and planning at an EU and national levels. However, if the expected 

investment and infrastructure do not happen as expected then it could potentially hinder the 

industry and transport sector in the compliance of the new mandatory uses of renewable 

hydrogen for 2030 set in the recast Renewables Energy Directive. Furthermore, a new Directive 

on the development of the internal markets in renewable and natural gases and in hydrogen is 

expected to be adopted in the following year.  

 

It will be relevant to analyze these and other policies and legislation and how they reduce or 

increase fragmentation and achieve an integrated legal approach to achieving a hydrogen 

economy in the EU.  

 

Conclusion 

It is expected that the findings will reveal a lack of a coherent and integrated approach to 

planning and regulation for the energy sector. Such lack is a barrier for the development of an 

integrated energy system and the source of fragmentation between EU energy and climate 

policies and national energy and climate plans, including, but not limited to, the gas, electricity, 

and transport sectors in the EU. These findings will be relevant to enable further research, 

consisting of understanding how planning of the energy sector should be regulated and which 

elements it must contemplate to reach a high level of integration, particularly in the 

development of hydrogen markets.  
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Introduction 

In the coming years, considerable efforts will have to be made to reduce greenhouse gas 
emissions to as close to zero as possible in order to limit the increase in global average 
temperature to 1.5°C, as stated in the Paris Agreement [1]. One way to decarbonize a wide 
range of sectors – including transport, iron and steel production and chemicals manufacture – 
is to use green hydrogen as an energy carrier to store and deliver usable and clean energy. 
Currently, the most mature technology used to produce hydrogen is Alkaline Water Electrolysis 
(AWE). It uses an alkaline solution, typically KOH between 1 and 6 M, at a temperature in the 
range 30-80°C, a diaphragm and Ni-based electrodes. This process can be further enhanced in 
terms of sustainability through the utilization of renewable electricity for conducting 
electrolysis. The primary hurdle associated with this technology revolves around improving 
the efficiency and diminishing capital expenditure (CAPEX) of the electrolyzer [2]. 

 
Recent experimental studies in our group have shown that it is possible to significantly improve 
the performance of such alkaline electrolyzers by shifting from traditional gap cells to zero-
gap cells, wherein the anodic and cathodic chambers are filled with 3D porous electrodes such 
as foams and 3D-printed structures [2,3]. The advantage of using such 3D structures is that the 
available surface area for hydrogen production is much higher. At the same time, increased 
hydrogen production may lead to stagnant gases trapped in the complex porous channels of the 
foam. This is the reason why optimised electrolysis cells with forced electrolyte flow have been 
developed at the lab scale to favor bubble removal. A double elbow configuration was also 
used in order to guide the flow and enhance its spread throughout the cell, to take advantage of 
the whole area provided by the 3D electrodes [2]. 
 
Efforts have then been made in order to apply the same methodology – i.e. using 3D porous 
electrodes and forced electrolyte flow – to an industrial scale electrolyzer. Unfortunately, it 
was impossible to get such low cell voltages as with the lab-scale setup. This is mainly due to 
the fact that the pilot cells are not optimized for forced electrolyte flow, leading to a non-
optimal distribution of the electrolyte and therefore to a poorer performance of the electrolyzer. 
The aim of this work is to perform Computational Fluid Dynamics (CFD) simulations to assess 
the behavior of the electrolyte within a pilot cell in order to find some optimal configuration 
that homogenizes the flow, reduces recirculation of the electrolyte and favors bubble removal. 
 
The main objective of this research is to define parameters – based on a Residence Time 
Distribution (RTD) analysis – that will allow to compare the performance of different cell 
configurations. The first parameter will be used to evaluate the level of flow uniformity inside 
the electrolysis cell while the second one will give an estimation of flow recirculation. 
Modification of the injection channels as well as the addition of porous media will be 
considered as options to improve the performance of the electrolyzer. 
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Methodology 

The geometry of the pilot-scale cathodic chamber considered as a reference configuration for 
this work is depicted in Figure 1. It consists in a flat cylinder of diameter 20 cm and of thickness 
6 mm. The inlet is located at the bottom of the cell and has a diameter of 2 mm while the outlet, 
at the top, presents a diameter of 3 mm. The electrolyte is a 30 wt% KOH solution at 70°C and 
its flow is forced at the entrance of the chamber by imposing an inlet flow rate 𝑄  
corresponding to an inlet velocity 𝑣 . The considered inlet velocities are in the range of 0.3 to 
1.9 m/s. The latter is fixed by the applicable maximal power of the pilot pumps.  

 

 
Figure 1: Reference configuration of the cathodic chamber of one single water electrolysis cell 

To simulate the electrolyte flow within the cell, the incompressible Navier-Stokes equations 
for a single-phase flow were solved using the finite volume method implemented in 
OpenFOAM. The assumption of 2D flow is made since the thickness of the chamber is small 
compared to its diameter and the k-ω turbulent model is used to account for turbulence. 
Concerning the addition of porous electrodes within the cell, it is possible to describe explicitly 
the exact foam geometry based on high-resolution micro-CT (computed tomography) scanned 
data. Unfortunately, this is highly demanding from a computational point of view. To counter 
this problem, spatially averaged equations are used to account for porosity, based on the Darcy-
Forchheimer law and on the intrinsic and inertial permeabilities of the porous structure [4]. In 
what follows, two foams will be considered with different characteristic pore sizes 𝑎 = 450 µm 
and 𝑎 =3000 µm, respectively. 
 
In order to assess flow uniformity and recirculation of the flow within the electrolysis cell, two 
parameters will be defined based on a Residence Time Distribution (RTD) analysis. This 
method consists in the injection of a tracer at the inlet of a reactor at time 𝑡 = 0 s and in 
measuring the concentration of tracer at the outlet as a function of time, 𝐶(𝑡). This 
concentration can be determined numerically by solving the convection-diffusion equation [5]. 
Based on this concentration, it is possible to calculate the RTD function 𝐸(𝑡) that gives an 
indication of the number of fluid elements leaving the reactor after having spent a given time 
inside it.  
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The first parameter, aimed at determining flow uniformity and the presence of dead/stagnant 
zones within the cell, is called the dimensionless time [5] and is defined as the ratio between 
the mean residence time of the fluid inside the cell of volume 𝑉, and the space time, i.e. the 
time that would be required to fill the whole space available at fixed inlet flow rate: 

𝜃 =
𝑡

𝜏
=

∫ 𝑡 𝐸(𝑡) 𝑑𝑡

𝑉/𝑄
 [−] 

This parameter gives an image of the effective volume used inside the cell. Two cases must be 
identified here: 𝜃 < 1 and 𝜃 ≥ 1. On the one hand, 𝑡 < 𝜏 and so the mean time spent by the 
fluid inside the cell is lower than the time required to fill it. In other words, there will be some 
dead/stagnant zones of low velocity in the cell where no hydrogen will be produced. On the 
other hand, 𝑡 ≥ 𝜏 which means that fluid elements remain in the cell for a time higher or 
equal to the space time. In this specific case, the electrolyte will have time to homogenize over 
the whole volume and to fill all the space. In other words, no dead zones are to be expected and 
the electrolyte will be uniformly distributed over the area provided by the electrodes, enhancing 
hydrogen production. 
 
Another phenomenon which may occur during hydrogen production inside the porous electrode 
is the entrapment of hydrogen bubbles inside the domain. For this reason, it is interesting to 
determine whether the electrolyte goes directly from the inlet to the outlet of the chamber or if 
it recirculates, leading to poor evacuation of the bubbles. A second parameter is therefore 
defined to characterize this recirculation phenomenon [6]. It is called the dimensionless 
variance and it is defined as the ratio between the variance of the RTD function and the square 
of the mean residence time: 

𝜎 =
𝜎

𝑡
=

∫ (𝑡 − 𝑡 )  𝐸(𝑡) 𝑑𝑡

∫ 𝑡 𝐸(𝑡) 𝑑𝑡
 [−] 

This parameter gives an image of the level of mixing inside the electrolysis cell. When 𝜎 =
0, it means that there is no mixing of the flow since the RTD function presents no dispersion 
around the mean residence time. This case corresponds to an ideal plug flow. Next to this, when 
𝜎 ≥ 0, some mixing of the flow occurs, which could lead to entrapment of hydrogen bubbles 
in the cell.  
 

Discussion 

The approach described in the previous section has been applied to the reference cell presented 
in Figure 1. Figure 2.a shows the velocity profile inside the domain for an inlet velocity of 1.5 
m/s. As observed, the electrolyte forms a jet stream flow at the entrance of the chamber due to 
the small inlet diameter compared to the much larger diameter of the cell chamber. This leads 
to an inhomogeneous distribution of the flow, with some zones that are not flushed by the 
electrolyte. Computation of the dimensionless time allows to quantify the degree of 
homogeneity. Its profile as a function of the inlet velocity has been plotted in Figure 2.b. It 
clearly shows that flow uniformity increases as the inlet flow rate increases (i.e. as 𝜃 increases). 
However, for the range of velocities considered in our pilot, the dimensionless time remains 
quite low (lower than 0.3) meaning that distribution of the electrolyte is poor. In order to 
quantify the occurrence of recirculation of the flow, the dimensionless variance has been 
calculated as shown in Figure 2.c. It appears that 𝜎  also increases as 𝑣  increases, which 
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means that a higher flow rate leads to a higher mixing of the flow. This also explains why there 
are fewer dead zones as the inlet flow rate is increased. Contradictory conclusions arise from 
these two parameters, since a higher flow rate is desired from a uniformity point of view while 
lower velocities will generate less recirculation of the flow. For this reason, an optimum needs 
to be found. Since the dimensionless time remains so low and the dimensionless variance so 
high (far above 1), new configurations have to be considered in order to improve the 
performance of the electrolyzer.  

a. 

b. 
 

c. 

Figure 2: (a) Velocity profile for the reference configuration with 𝑣 = 1.5 m/s. (b) Dimensionless time and (c) 
dimensionless variance as a function of inlet velocity. 

At first, since the inlet opening seems to be the critical point in terms of distribution of the 
flow, different inlet configurations have been studied, such as a bigger inlet diameter (4 mm 
instead of 2 mm), an inclined inlet (at 45° to the right) and three inlets. The dimensionless times 
and variances of these three new configurations have been compared to the reference case in 
Figure 3. Concerning flow uniformity, it appears that increasing the size of the inlet or inclining 
the inlet channel leads to a lower value of 𝜃. However, increasing the number of inlets clearly 
lowers the risk of dead zones in the cell. Next to this, the reference configuration and the case 
with a larger inlet present high dimensionless variances over the velocity range considered, 
which means that these configurations generate a lot of recirculation. The cells with three inlets 
or with an inclined inlet are more suited to avoid recirculation of the electrolyte. From these 
observations, the case with three inlets might be the most suited to improve distribution of the 
flow while lowering the level of mixing. However, this configuration presents some 
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disadvantages. The major drawback from a design point of view is that it requires a 
modification of the cell geometry. Moreover, as observed in Figure 3.a, this solution is not 
durable. For example, if the number of cells in the electrolyzer increases, the inlet flow rate in 
one cell will be lower, meaning that the value of 𝜃 will decrease significantly. Finally, it is 
clearly possible to lower recirculation even more to approach the ideal value of 𝜎 = 0. 

 

a. b. 
  

  
Figure 3: (a) Dimensionless time and (b) dimensionless variance as a function of inlet velocity for different inlet 

configurations. 

To tackle these hurdles, the possibility to add porous structures within the electrolysis cell has 
been considered in order to better distribute the flow. Figure 4 compares the values of 𝜃 and 
𝜎  for the reference configuration, the case with three inlets and for electrolysis cells filled 
with foams presenting pore sizes of 450 and 3000 µm.  
 

a. b. 
 

   

Figure 4: (a) Dimensionless time and (b) dimensionless variance as a function of inlet velocity after the addition 
of foams in the domain. 
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Figure 4.a highlights the fact that adding 3D porous structures in the cathodic chamber allows 
to homogenize the electrolyte distribution over the whole volume of the cell, resulting in a 
dimensionless time higher than 1. In other words, no dead zones are to be expected, on the 
contrary to the reference case and the case with 3 inlets. The fact that the 3000 µm foam 
presents a higher dimensionless time is simply due to the fact that the electrolyte takes more 
time to go out of the cell since it is more likely to be stuck somewhere within the larger pores. 
In terms of flow recirculation, the addition of foams helps to lower the value of 𝜎  significantly 
(i.e. close to 0) as observed in Figure 4.b. In this case, both foams present nearly similar results 
and the curves overlap on the graph. However, the 450 µm foam presents a slightly lower 
dimensionless variance which confirms the fact that the flow will present a lower risk to 
recirculate when the porous structure is finer. 
 

Conclusions 

In this work, CFD simulations have been used to extract two parameters that allow to quantify 
flow uniformity and flow recirculation in alkaline water electrolysis cells. The main objective 
is to find a cell configuration that homogenizes the flow (𝜃 ≥ 1) without generating mixing of 
the electrolyte in the cell (𝜎 → 0). Therefore, an optimum has to be found between these two 
parameters such that we take advantage of the whole surface area of the electrodes but without 
getting hydrogen bubbles trapped into the cathodic chamber. As a first step, modifying the inlet 
channels of the cell seemed to be an interesting solution to improve the performance of the cell. 
However, significantly better results are obtained by adding porous media inside the cell since 
it increases the effective volume covered by the electrolyte and it lowers risks of flow 
recirculation within the chamber. This quantitative analysis is a first step to assess the 
performance of AWE electrolyzers and it allows to compare different geometries on the same 
ground. Multiphase modeling will be a further step in the validation of the results that were 
obtained here.   
 

Acknowledgements 

Financial support from the Regional Walloon Project HeCO2 is gratefully acknowledged. 
 

References 

[1] United Nations Environment Programme, Paris Agreement. [online]. Available: 
https://wedocs.unep.org/20.500.11822/20830. [Accessed: Sept. 4, 2023]. 

[2] F. Rocha, R. Delmelle, C. Georgiadis and J. Proost, Effect of pore size and electrolyte flow rate on the 
bubble removal efficiency of 3D pure Ni foam electrodes during alkaline water electrolysis, Journal of 
Environmental Chemical Engineering, vol. 10, no. 3, p. 107648, Jun. 2022, doi: 10.1016/j.jece.2022.107648. 

[3]  F. Rocha, R. Delmelle, C. Georgiadis and J. Proost, Electrochemical Performance Enhancement of 3D 
Printed Electrodes Tailored for Enhanced Gas Evacuation during Alkaline Water Electrolysis, Advanced Energy 
Materials, vol. n/a, no. n/a, p. 2203087, doi: 10.1002/aenm.202203087. 

[4] D. Edouard, M. Lacroix, C. P. Huu and F. Luck, Pressure drop modeling on SOLID foam: State-of-the 
art correlation, Chemical Engineering Journal, vol. 144, no. 2, pp. 299–311, Oct. 2008, doi: 
10.1016/j.cej.2008.06.007. 

[5] T. Wang, J. Wang, P. Wang, F. Wang, L. Liu and H. Guo, Non-uniform liquid flow distribution in an 
alkaline water electrolyzer with concave-convex bipolar plate (CCBP): A numerical study, International 
Journal of Hydrogen Energy, Jan. 2023, doi: 10.1016/j.ijhydene.2022.12.203. 

[6] E. B. Nauman, ‘Residence Time Distributions’, in Handbook of Industrial Mixing, John Wiley & Sons, 
Ltd, 2003, pp. 1–17. doi: 10.1002/0471451452.ch1. 

69



      

 1 

Methanol intermediated catalytic hydrogenation of CO2 to fuels: 

A critical review 

F.Lappa1,2, M. Dusselier1, G. Leonard, 2 

1Faculty of Bioscience Engineering, Center for Sustainable Catalysis and Engineering, KU Leuven, Belgium 
2 Chemical Engineering Department, University of Liège, Belgium 

 

Introduction 

 

One of the global problems that need to be solved as soon as possible is the environmental 

pollution. The reduction of greenhouse gases (GHG) emissions is one of the main solutions 

that the fields of technology and research focus on, and more specifically the reduction of 

carbon dioxide which is the major GHG (77% of total GHG emissions)[1]. Multiple 

technologies have been developed targeting this goal by capturing, storing and further 

converting CO2 (Carbon Capture and Storage, CCS and Carbon Capture and Utilization, 

CCU)[1]. CO2 can be valorized in many ways such as  when it is used directly for example in 

food industry or oil recovery, when biological fixation is used such as for microalgae growth, 

when mineralization takes place, for instance for direct carbonation and finally through 

catalytic reduction for example for methanation or the synthesis of chemicals, fuels etc[2].  

This work focuses on the last pathway and more specifically on the hydrogenation of CO2 to 

the production of fuels. For this process the feed gases are CO2 and hydrogen. The source of 

hydrogen is of high importance as the way it is produced could cause extra GHG emissions. 

Consequently, hydrogen is divided in 5 categories: grey hydrogen, blue hydrogen, brown 

hydrogen, turquoise hydrogen and green hydrogen which have different carbon footprints[6]–

[11]. It should be noted that Green hydrogen could have potentially the lowest footprint but 

this is highly dependent on the source of electricity (for instance when electricity is produced 

from nuclear power the emissions are the lowest, followed by wind and solar energy)[8]. 

Valorizing C1 compounds such as CO and CO2 to hydrocarbons is possible through 2 main 

processes that have been developed which are the Fischer-Tropsch (FT) process and the 

methanol to hydrocarbons (MTH) route[9], [10]. In the FT synthesis, CO is hydrogenated to 

hydrocarbons directly or CO2 is first converted to CO through the reverse Water-Gas-Shift 

(RWGS) reaction and then CO is hydrogenated to targeted products[11]. With the MTH 

process, methanol is the important intermediate that can be further converted to hydrocarbons. 

For this purpose, a first step is necessary in order to convert CO or CO2 to methanol. The CO 

to methanol route (with syngas) is commercial and catalytic. Starting with CO2 conversion is 

off course more interesting from a GHG point of view. Going to fuels from methanol has some 

advantages compared to the FT synthesis route. First of all, the hydrocarbons produced this 

way are of a smaller range maximum with 11 carbon atoms while the production of C1 

hydrocarbons such as CH4 is very low. Another important reason is that the selectivity and 

yield are high increasing the quality of the fuel produced[9]. On the other hand, when 

combining CO2 hydrogenation to methanol process with MTG process some difficulties arise 

(such as limited selectivity and yield) as well. Developing highly effective materials that 

catalyze this reaction towards certain products selectively and optimizing the reaction 

conditions are needed in order for this system to be scaled up. 
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Methodology  

CO2 to fuels through the methanol synthesis route is a catalytic process as it has been mentioned 

before. Not so much research has been done on this particular, very complex reaction which 

leads to the demand of a critical comparison between the catalysts and reaction conditions in 

order to find useful conclusions and optimum conditions. 

First of all it must be explained here that the catalysts needed for this reaction are tandem 

catalysts that consist of a part that converts CO2 to methanol (usually an oxide) and a second 

part for the methanol to fuels reaction (usually a zeolite). The conventional system for CO2 

(and CO) to methanol that has been studied is Cu-Zn-Al while recently, In, Zr and Zn-

containing oxides are coming to the fore. Such decent methanol synthesis catalysts can be 

combined with ZSM-5 or other zeolites[12]–[15]. For the purpose of this paper the latest 

system will be discussed and used for extracting useful information by collecting data from 

previous works and comparing them in a critical way, leading to conclusions. 

 

Results and Discussion  

To start with, it should be mentioned that the groups who have studied this system have, as 

main product, alkanes C5+ or aromatics in mind, and work with a feed of H2 and CO2 of a ratio 

equal to 3 (H2/CO2). The temperature chosen is always higher than 300°C and more specifically 

315-340°C. As for the pressure, 30-40 bar is preferred for the system. Different synthesis 

methods for the oxide have been tested as well as different Si/Al ratios for the ZSM-5, which 

relates to its acidity. The Gas Hourly Space Velocity (GHSV) applied to the system lays 

between the range of 1020-9000 ml/gcat/h. As shown in Figure 1, different Si/Al ratios of the 

zeolite do not influence the conversion of CO2 as this is mainly performed at the oxide part of 

the dual catalyst system. On the other hand, this ratio has an effect on the Space Time Yield 

(STY) of the target fuels which seems to benefit from low ratios (Si/Al=25 shows the highest 

STY), while a drop is observed for Si/Al=65 and reaching a plateau with further increase. As 

it is also worth noticing in Figure 1, the main determinator of the space time conversion is the 

GHSV (of course linked with the nature of the oxide). 

 

 
Figure 1. Effect of Si/Al ratio of ZSM-5 zeolite on Space Time Conversion (STX) and Space Time Yield 

(STY) in  a system with dual catalysts physically mixed: ZnZrOx + ZSM-5 Based on data from [12], [13], 

[14]. 
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Thus, Figure 2 represents the effect of GHSV for the same systems working at 2 different 

pressures. The main assumption that can be extracted from this comparison is that pressure 

does not play a major role in STX especially compared to GHSV. However when GHSV is 

higher, the pressure contributes more to STX because as we can see at 3000 and 3060 ml/gcat/h 

a big difference is observed. The same behavior is observed for Space Time Yield of fuel-range 

products even though as it can be seen in Figure 3 there is some data missing. 

 

 
Figure 2. Effect of pressure and GHSV in Space Time Conversion of CO2 in system ZnZrOx+ZSM-5 [12], 

[13] 
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Figure 3. Effect of pressure and GHSV in Space Time Yield in fuel products in system ZnZrOx+ZSM-5 

[12], [13] 

 

 

Conclusions  

Based on the preliminary results from this critical review there are some assumptions that can 

be extracted safely. First of all, the difference in the acidity of the zeolite part, as indicated 

based on the Si/Al ratio is one of the main contributors for altering the experimental results in 

the CO2 conversion to fuels reaction on the part of what happens to the intermediate methanol. 

Moreover, GHSV plays a crucial role since it is the main way to increase the STX of the CO2 

and at the same time increase the STY of the targeted products. It is important to find an 

optimum GHSV to work with because increasing the flow has also a negative impact on the 

conversion of CO2 with a higher rate compared to the rate of the increase noticed in STYs. In 

addition, increase of the pressure (30-40) has a slightly positive effect on the system in higher 

GHSVs. Lower pressures (<20 bar) would lower the conversion of the CO2/H2 mixture. 

However, there is still a lot of research that needs to be done in order to make sure that these 

assumptions are general conclusion and more contribution is needed towards the study of the 

mechanism and kinetics of such a complex system. In further work, our research will focus on 

developing tandem catalysts by improving the zeolites and studying the proximity between the 

2 materials (oxide-zeolite), in order to increase the selectivity of gasoline range hydrocarbons 

and more specifically, C5+ alkanes, while at the same time avoiding the production of 

aromatics.  
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Introduction

This extended abstract discusses the prediction of hydrogen distribution within an enclosure following
a plume-like release. Prior research has examined hydrogen distribution during and after such releases in
both buoyancy and momentum-dominated scenarios. Upon reviewing these studies, it becomes apparent
that a limited set of variables defines this physical system. To address this, a dimensional analysis based
on Buckingham’s Π-theorem is proposed to derive dimensionless numbers of interest. A non-dimensional
approach allows to compare datasets of similar problems with various dimensions. This work extends the
findings originally presented at the International Conference on Hydrogen Safety 2023 [1].

The distribution is mainly driven by three phenomena; diffusion, momentum and bouyancy. Diffusion is
neglected as previously proposed by Worster et Huppert [2]. When momentum is small with respect to
bouyancy, a specific filling process can be observed called filling box. It results in a vertical distribution of
hydrogen where the heighest concentration appears near the ceiling. Concentration of hydrogen decreases
further from the ceiling. When momentum becomes larger with respect to buoyancy, more mixing will
be present. As a result, a more homogeneous distribution of hydrogen can be observed. The relation
between momentum, buoyancy and volume is typically expressed using the Richardson number of the
problem.

Riv =
3
√
V · g′
u2
0

(1)

g′ = g · ρa − ρ0
ρ0

(2)

where V - volume of the enclosure, m3; u0 - release velocity at the orifice, m s−1; g′ - reduced gravity,
m s−2; g - gravitational constant, m s−2; ρa - density of the surrounding air, kg m−3; and ρ0 density of
the bouyant gas at the orifice, kg m−3.

This study addresses a fundamental problem, focusing on a parallelepiped enclosure with a floor-level
ventilation opening. This last assumption is required to consider the problem as isobaric. Hydrogen is
released at a constant velocity for a predetermined duration, and the hydrogen mole fraction is calculated
at various points within the enclosure. Figure 1 shows a schematical representation of the domain. In a
prior study by the same author [1], it was assumed that both the release velocities and orifice diameters
were of a similar order of magnitude, resulting in buoyancy dominanated flow in all cases. Consequently,
the Richardson number was excluded from the dimensional analysis. This abstract proposes an adapted
dimensional analysis that accounts for both momentum and buoyancy as separate factors. Four distinct
dimensional scenarios are modeled, where the geometrical attributes and release characteristics are de-
fined by dimensional parameters like length and volumetric flow rate. A dimensionless scenario is defined
by a set of dimensionless numbers, and multiple dimensional scenarios can correspond to the same di-
mensionless scenario. The scenarios studied in this work all have the same dimensionless characteristics,
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which are selected based on experimental and numerical work by Brzezinska [3].

To model these four scenarios, we employ the Multi-Zone model introduced by Johansson et Rune-
fors [4]. The Multi-Zone model divides the domain into multiple zones. Each zone uses specific models to
solve species distribution over time. Details of these different models are provided in [4]. It’s important to
note that the Multi-Zone model is a recent release, still undergoing further development and validation.
Validation is not provided in this abstract, however, the model was previously validated based on the
results of Brzezinska [3] by Johansson et Runefors [5].

w
=

4m

h
=

3
m

l = 5 m

Figure 1: Schematic representation of one of the domains considered in this work. In the Multi-Zone
model length, width and height will be divided into 5 by 5 by 10 zones respectively.

Methodology

Based on Cleaver et al.’s work [6] dimensional, functional parameters were selected. To incorporate
momentum, the volumetric flow rate was replaced with release velocity and orifice diameter. A dimen-
sional analysis, following Buckingham’s approach [7], was then performed to derive a relevant set of
dimensionless numbers. Four dimensional cases were modeled and solved using the Multi-Zone model
proposed by Johansson et Runefors [4]. One of the dimensional scenarios was validated based on the
experimental and numerical work of Brzezinska [3]. Validation is not presented in this extended abstract.
As previously mentioned, even though the four scenarios differ dimensionally, they share the same di-
mensionless characteristics. The results are post-processed, presented and discussed in this extended
abstract.

Theory

A dimensional analyis based on Buckingham’s Π-theorem has been carried out. The release velocity u0,
the orifice diameter d0 and the reduced gravity g′ are included in the analysis to account for volume flux,
momentum flux and buoyant flux. The reduced gravity originates from the Boussinesq approximation
that states that differences in density do not influence the system, except for the bouyancy term g′.
The details of the dimensional analysis are not provided here, the reader is referred to [7] and [1]. The
main idea of Buckingsham’s Π-theorem can be stated as follows: If a system is described by a set of n
functional parameters containing m primary dimensions, then a set of n −m dimensionless parameters
is sufficient to describe the problem. For the release of a buoyant gas, like hydrogen, in a (semi-)closed
space where momentum should be accounted for, the following set of functional parameters is proposed:

f
(
χH2

, t, u0, d0, g
′, l, w, h, h0, hd, Avent

)
= 0 (3)

where χH2
- mole fraction of hydrogen, /; t - time, s; u - velocity, m s−1; d0 - diameter of the release

orifice, m; g′ - reduced gravity, m s−2; l - length of enclosure, m; w - width of enclosure, m; h - height of
enclosure, m; h0 - height of release, m; hd - height of measurement, m; Avent - ventilation surface area,
m2. A non-dimensional description of the same problem is derived from the dimensional analysis:

Ψ

(
χH2

,
l

h
,
w

h
,
d0
h
,
h0

h
,
hd

h
,
Avent

h2
,
u0 · t
h

,
h · g′
u2
0

)
= 0 (4)
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The problem’s Richardson number is typically formulated as in Equation 1. However, in this work we
chose to use the following, equivalent expression based on the selected parameters of interest:

Riv =
h · g′
u2
0

(5)

Dimensionless time t∗ and dimensionless height above the ground h∗
d are defined as:

t∗ =
u0 · t
h

(6)

h∗
d =

hd

h
(7)

Models

To reduce the number of dimensions involved in the analysis, limited simplifications were brought to
the scenario investigated by Brzezinska [3], which corresponds to one of the four dimensional scenarios
simulated here. It is important to note that the experimental setup used in their study does not precisely
resemble a theoretical parallelepiped. In addition, the release orifice in the experiment is not perfectly
centered, but approximated as such in the model. Hydrogen is released from the orifice at a velocity of
130 m s−1 for 50 s. Subsequently, the release is halted, yet the calculation continues for an additional 150 s.
The enclosure is not entirely sealed; this is approximated in the model by incorporating a ventilation
surface near the floor, with an area of 0.1 m2, as proposed by Johansson et Runefors [5]. The dimensionless
numbers used in this study were derived for this streamlined case, and were kept constant for the three
other dimensional cases. Johansson et Runefors [4] divided the domain into 3 by 3 by 10 zones. For
this research, a grid dependence analysis was conducted, leading to the domain being divided into 5 by
5 by 10 zones. It’s worth noting that the Multi-Zone model only accepts natural numbers as input for
the geometry. Therefore, parameters cannot be downscaled from the initial scenario. Table 1 provides a
summary of the key dimensional (blue) and dimensionless (red) parameters for these four scenarios.

Table 1: Details on the four scenarios. The first one is based on the work of Brzezinska [3]. Dimensional
parameters are presented in blue, dimensionless numbers in red.

l [m] b [m] h [m] Avent

[
m2
]

d [m] u0

[
m s−1

]
tstop [s] Riv t∗stop

Scenario 1 4 5 3 0.01 0.02 130 50 0.00086 2167
Scenario 2 8 10 6 0.08 0.04 180 72 0.00090 2160
Scenario 3 12 15 9 0.27 0.06 225 87 0.00086 2175
Scenario 4 16 20 12 0.64 0.08 256 101 0.00089 2155

Results & Discussion

Figure 2 presents the data as a function of vertical distance above the floor (hd) on the top graph,
and the dimensionless distance above the floor (h∗

d) on the bottom graph. The data is calculated far
from the plume at the end of the release phase. The influence of utilizing dimensionless numbers becomes
apparent, as the top graph illustrates four datasets with distinct characteristics, while the bottom graph
showcases the substantial similarity among the data.

Figure 3 shows the extent of similarity among the four datasets. The deviation of hydrogen mole fraction
is measured at each dimenionless height h∗

d. The relative difference predominantly remains within 0.25
(25%) of scenario 1 for the majority of the data. However, at lower values, the relative difference surpasses
the limits of the figure. Figure 2 shows that the relative discrepancy locally reaches more than 150 % at
dimensionless heights lower than 0.2. This is due to the low absolute value of the concentration at this
elevation, especially for the reference scenario.

Figure 4 show the change in distribution over time. The four datasets are computed in zones shar-
ing a consistent non-dimensional location, situated at the sixth vertical layer out of a total of ten layers
and located at a substantial distance from the plume. By comparing the dimensional and non-dimensional
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results, the similarity between the datasets becomes apparent even if the relative discrepancies are non-
negligible. It shows that the datasets are not only similar at one certain value of t∗, but remain similar
during the range of dimensionless time studied in this work.

Although they could be deemed reasonable for safety applications where sufficient margins can be applied,
the observed discrepancies between the non-dimensional results limit the generalization power of this ap-
proach combined to the Multi-Zone model proposed by [4]. This can result from two distinct causes: or
the non-dimensional analysis is not complete, or the validity of the Multi-Zone model is limited to specific
dimensional conditions.

Further investigation is required to ascertain if all functional parameters have been encompassed in
the current analysis. For example, the Reynolds number might influence mixing, resulting in higher con-
centrations in the lower regions. In parallel, the Multi-Zone model could be further validated or refined
through additional experimental and numerical results.
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Figure 2: Vertical distribution of hydrogen at t∗stop, measured as hydrogen mole fraction (χH2
). Upper

graph uses the measuring height hd on the vertical axis. In the lower graph dimensionless measuring
height h∗

d is used.
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Figure 3: Deviation of χH2
compared to scenario 1, as a function of non-dimensional height h∗

d. For
scenario 1 experimental and numerical result are available in [3].
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vertical layer out of ten. On the left graph as a function of time (t). On the right graph as a function of
dimensionless time (t∗).
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Conclusion

A dimensional analysis on an indoor release of hydrogen based on Buckingham’s Π-theorem is dis-
cussed, building upon prior research by Vanlaere et al. [1]. In the presented scenarios, momentum takes
on a more significant role and has thus been integrated into the dimensional analysis. Four distinct
dimensional scenarios were modeled using the Multi-Zone model introduced by Johansson et Runefors
[4]. Our results show the similarity of the non-dimensional concentration profiles obtained for several,
dimensional cases of indoor releases of hydrogen, modeled with the Multi-Zone approach. However, the
predicted hydrogen concentrations exhibits non-negligible discrepancies. Further works should be carried
out to investigate the completeness of the dimensional analysis for such a case, and the validity of the
Multi-Zone approach for broader conditions than those for which it has been validated.
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Introduction 

 In response to national targets aimed at increasing renewable energy, especially in the context 

of floating offshore wind, and considering the global projections for expanding clean hydrogen 

[1], it is essential to evaluate optimal pathways and systems. This evaluation focuses on the 

integration of high-capacity factor floating offshore wind with hydrogen production. The EU 

recently doubled the 2030 target to 10 million tonnes (circa. 57 GW) of domestic renewable 

hydrogen [2]. The UK recently doubled their ambition up to 10 GW of low-carbon hydrogen 

production capacity by 2030, with at least half to be produced through electrolysis [3]. On the 

other hand, floating offshore wind is set for significant expansion with approximately 80% of 

the world’s offshore wind resource potential in waters deeper than 60 metres [4], where bottom-

fixed wind turbines are less feasible. The continued growth of the hydrogen economy is 

necessary to effectively decarbonise particular sectors including heavy transport, steel, 

ammonia and methanol production. More recently, the role of hydrogen is perceived to be a 

key catalyst as a natural gas replacement due to the various global supply chain sensitivities, 

including the war in Ukraine and the associated reduction of fossil fuel dependency and supply 

from Russia. Leveraging the potential of offshore wind is believed to be a significant 

contributor to unlocking this projected clean hydrogen expansion. 

Methodology  

This study investigates how adapting a timely sensitive policy incentives scheme as the US 

inflation reduction act (IRA), in both the EU and the UK regions could assist in reducing 

deployment barriers to meet their clean hydrogen targets. The 45V “Credit for production of 

clean hydrogen” [5] is a key IRA incentive that has been identified for this analysis. The study 

aims to understand how much the forecasted range of levelised cost of hydrogen (LCoH) from 

floating wind are affected by applying a similar support mechanism from 2030-2040. This 

analysis aims to contribute to the achievement of both the EU and UK renewable hydrogen 

targets. In present time, dedicated floating wind farms for hydrogen production are not clear in 

any of the two regions’ roadmaps. However, this analysis aims to gain insights if introducing 

a similar tax credits approach could serve as a potential motivator for relevant stakeholders 

develop dedicated floating wind farms for hydrogen production.  

The introduction of IRA tax credits aims to overcome barriers to clean energy deployment. 

This includes lowering the costs of clean energy and related products, reducing emissions to 

achieve decarbonization goals, and providing incentives for newly commissioned renewable 

energy plants. These plants are to be eligible for specific tax credit percentages, potentially up 

to 100%. This approach is designed to expedite the development of projects, ensuring their 
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timely completion to meet national targets. The analysis particularly targets domestic green 

hydrogen production in both regions at potential floating wind sites. The generic techno-

economic assessments (TEAs) of floating wind-to-hydrogen systems from an earlier piece of 

work are used as the base case scenario for this study. Three levelised cost of energy (LCoE) 

scenarios were considered; best, average and worst cases. This consequently dictated three 

levels of LCoHs forming a range of values as base policy scenarios for this work.  

Discussion  

The analysis has an emphasis on adapting the approach for a large-scale hydrogen production 

outside the US, with a different proposal for the bonus tax credits component. The study 

explores three main policy scenarios for the LCoH. First, the ‘no tax credits’scenario, which 

provides a technological, cost, and performance baseline for the use-cases. Second, the ‘base 

tax credits’ scenario, which includes the full 100% credit values however not including any 

potential bonus credits or any credit multiplier known as the Prevailing Wage and 

Apprenticeship (PWA) requirement. Third, the ‘maximum tax credits’ scenario, which reflects 

the full 100% credit values in addition to bonus credits and credit multiplier.  

Conclusions  

The study concludes a sensitivity analysis reaching an adapted credit multipliers proposal in 

the context, with a different bonus tax credits scheme. Conclusions also include estimates of 

the projected scale of dedicated floating wind to hydrogen in both the EU and the UK. 
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Introduction 

 

In achieving the global dream of a sustainable future, the development of new and 

alternative methods to generate electricity are of high importance. Current renewable 

energy sources are mainly dependent on the sun and wind, and are thus very 

unpredictable. To achieve a reliable energy supply overall, we need to be able to store 

clean energy for extended periods of time to compensate for unfavorable weather 

conditions or sudden surges in energy demand. 

 

One way to store energy is by generating H2-gas, which has several interesting advantages 

as an energy carrier molecule. It has a very high energy density, is multifunctional as 

feedstock or an energy carrier and it is not a greenhouse gas itself. However, the 

production efficiency of green H2 still needs optimization before it can be adopted on a 

global scale. Electrochemical water splitting is primarily hindered by the sluggish kinetics 

of the oxygen evolution half-reaction (OER) of the process. This involves a transfer of 

four electrons, each with its own intermediary product(s) requiring catalysis, resulting in a 

significant overpotential[1]. 

 

Atomic layer deposition (ALD) could be an interesting technique in the research, 

development and possibly production of such OER catalytic materials. This technique is 

suited to deposit thin films in a controlled layer-by-layer manner with dimension control 

up to the Angström level. In this development, transition metals could be interesting 

catalyst candidates due to their availability and pricing over traditional OER catalysts 

based on noble metals [2]. Both oxides and phosphate variants have been explored; the 

latter occasionally outperforming the former[3][4].  

 

Nickel has been shown to be one of the more OER-active transition metals, and doping or 

combining it with iron seems to further increase its performance [5]. Inspired by these 

results, ALD was used in this work to deposit and finetune the properties of a Ni-Fe 

ternary phosphate for its use as an OER-catalyst material. This material was deposited by 

alternating ALD cycles of Ni- and Fe-phosphate (denoted here as NiPO and FePO) based 

on previous works of Rongé et al.[6] and Henderick et al.[7].  
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Methodology  

Using ALD a set of Ni-Fe mixed metal phosphates were deposited on Ni-PVD substrates a 

and tested in a rotating-disc electrode (RDE) set-up. The effects of changing certain 

parameters such as composition, thickness and ALD-sequence on the performance of the 

sample for OER catalysis were observed and compared. 

 

Discussion  

Results indicated that compositions with high nickel and low iron content performed best. 

Within the samples deposited with a 4 to 1 nickel to iron ALD ratio the better performing 

materials were the ones where the iron ALD cycle was deposited last (Fig 1). 

 

 

 

Also the thickness of the material played a significant role in the performance of the 

material, as thickness increased up to 160 nm the performance of the material increased 

accordingly. 

 

 

Conclusions  

The results of this explorative work in the use of ALD for the development of OER 

catalytic materials  indicate that it is a promising technique due to the precise control that 

can be exerted over both the thickness and composition of the material. Specifically the 

option to exert high control over the surface of the catalyst can be a big asset in 

researching catalytic materials. 
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Figure 1: Overview of the results of changing both composition and ALD sequence on the performance of the 

materials. Largest effects seems to be originating from the species present on the surface of the deposited material. 
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Introduction 

 

The proton exchange membrane (PEM) fuel cell is a promising alternative to current energy 

converters that rely on fossil fuels. Its valuable qualities, including durability, ability to 

operate at low temperatures, and compactness, could make it the future of power sources. In 

addition, the PEM fuel cell does not produce pollutants, only water as a by-product. Despite 

these advantages, the PEM fuel cell is not yet fully commercialized due to its high 

manufacturing cost, which is partly due to the use of platinum as a catalyst for chemical 

reactions [1,2]. 

 

The PEM fuel cell is an electrochemical device that converts chemical energy into an electric 

current. Like a battery, it functions through a set of redox reactions separated by an 

electrolyte, the proton exchange membrane. However, H2 at the anode and O2 at the cathode 

have to be fed continuously to produce the electric energy. In addition, platinum (Pt) must be 

added to the electrodes to catalyze the electrochemical reactions. To reduce the 

manufacturing cost of the PEM fuel cell, the amount of platinum is usually minimized by 

dispersing it as nanometer-sized particles onto a conductive carbon support; the obtained 

catalysts are used to manufacture the catalyst layers on both sides of the PEM. This structure 

provides a high surface area for the catalyst but requires that the chemical reactants can 

access each catalyst particle. While the carbon conducts electrons, the pores of the support 

supply other chemical species. Gas reactants diffuse in the carbon structure and an ionomer 

network is built inside the pores to provide a pathway for the protons between the PEM and 

the catalyst. This network is obtained using a polymer similar to that used in the PEM. 

 

In open circuit, the voltage of the cell can be calculated using the Nernst equation. However, 

when a current is produced, three different voltage drops, or overpotentials η, are observed 

(Eq. 1), corresponding to energy losses. 

 

η = ηk + ηohm + ηdiff       (1) 

 

The voltage of the PEM fuel cell is lowered by ηk due to the energy required to activate the 

chemical reactions. As the current increases, the transport of electrons and ions through the 

ionomer and carbon support becomes a limiting factor (ηohm), causing a linear decrease in cell 

voltage following Ohm's law. At larger currents, the reaction rate becomes faster than the 
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supply of gas reactants, which results in a further decrease in cell voltage due to the diffusion 

of gas through the electrode to the active sites (ηdiff). While the activation energy is intrinsic 

to the chemical reactions and the choice of catalyst, the overpotentials linked to the transport 

of charges and the diffusion of gas reactants are influenced by the electrode structure. 

However, these voltage losses are often seen as "black boxes," making it difficult to 

determine the limiting phenomena in the process. 

 

Methodology  

 

The goal of this project is to investigate the causes of performance limitations of the cathode 

catalyst layer of PEM fuel cells. To quantify the transport properties and parameters of the 

fuel cell, electrochemical impedance spectroscopy [3,4] and limiting current [5-7] methods 

are often used in the literature. In this paper, various catalyst layer architectures will be 

considered to distinguish between ion, electron, and oxygen transport. The project will 

explore different configurations where catalyst particles are only present in certain areas of 

the catalyst layer. The diffusion and conductivity properties will then be retrieved by 

analyzing the polarization curves exhibited by the electrode configurations. 

 

 

Figure 1 illustrates two different catalyst distributions of interest. In (a), the catalyst is 

situated near the membrane, so the distance for protons to cross is short. However, oxygen 

must diffuse across the entire catalyst layer to reach the active sites, and electrons have a 

longer distance to travel to reach platinum. In contrast, the distribution of catalyst in (b) has 

the opposite effect on chemical species. Protons must conduct across the full width of the 

catalyst layer via the ionomer network. However, the diffusion process that channels oxygen 

to the active sites is shorter, and electrons do not need to cross the entire catalyst layer to 

reach Pt. 

 

 
 

Figure 1: Cathode catalyst layers (CL) configurations considered. 

Two inks were prepared to manufacture either active or inactive sublayers on top of each 

other. The catalyst powder used for active layers is made of 50 wt.% Pt on carbon black 

Ketjenblack EC-300J purchased at Premetek while the inactive layer is made of Ketjenblack 

EC-300J alone. An ionomer/carbon ratio of 0.8 was selected, and the solvent was a mix of 

water and isopropyl alcohol. Their weight ratio was fixed at 1.3 to prevent combustion of 

isopropyl alcohol, especially when contacted with Pt and carbon. Ionomer was added to the 
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mixture by incorporating Nafion
®
 D2021. The complete composition of the ink was as 

follows: 1.1 wt.% of C, 53.8 wt.% of MilliQ water, 4.9 wt.% of Nafion
®

 D2021, and 41.2 

wt.% of isopropyl alcohol. It is important to note that this composition is expressed in terms 

of C and not Pt/C. Therefore, the amount of Pt/C catalyst must be adjusted to meet this 

composition, depending on the Pt content. This means that the volume of Pt is ignored, as it 

accounts for a negligible portion of the ink volume due to its high density. 

 

To form the catalyst layers on both sides of the PEM, the spray deposition technique was 

used, which involved a nozzle connected to a robotic arm in a container. A plate with a 

controllable temperature was put in the container to evaporate the solvents of the sprayed ink. 

An aluminum mask with a square hole of 5 cm x 5 cm was placed on top of Nafion
®
 NRE-

212 membranes to cover the appropriate area. The deposition size (25 cm
2
) was limited by 

the available cells and test bench in the laboratory. The nozzle of the spray was fed by air, 

and the outlet relative pressure was set at 0.4 MPa. A syringe pump was used to control the 

ink flow rate at 0.3 mL min
-1

 for atomization. Forty sublayers were required to spray catalyst 

layers of 10 µm. The Pt loading for the anode side was 0.33 mg cm
-2 

(full active layer) while 

it was 0.066 mg cm
-2

 at the cathode as the active layer is five times smaller. 

 

The membrane-electrodes assemblies (AMEs) were made by adding gas diffusion layers 

(Freudenberg H23C6) on both electrodes. After hot pressing at 403 K with a force of 30 kN 

for 3 min, the assemblies were then clamped in cells by applying a 8-Nm torque. The fuel 

cells were conditioned on the test bench by imposing a constant voltage of 0.6 V. The 

flowrates supplied during the experiments were 400 mL min
-1

 of H2 at the anode and 1000 

mL min
-1

 of air at the cathode. The relative humidity was maintained at 100% at both 

electrodes. Every 10 min during conditioning, electrochemical impedance spectroscopy (EIS) 

was performed to check the high frequency resistance and thus, evaluate the humidification 

of the membrane electrode assemblies. To assess the performance of the fuel cells during 

stabilization, a polarization curve is carried out every 30 min. This procedure was repeated 

during one day which is enough for chronoamperometry, EIS and polarization curve to 

simultaneously stabilize. It has to be noted that a cyclic voltammetry with nitrogen flushed at 

the cathode is performed at the start and end of the conditioning day to determine the active 

surface area. 

 

Five different cathode electrode configurations were characterized for this project. Table 1 

summarizes different parameters related to these electrodes. The active parts of these 

electrodes have a thickness of 2 µm for each configuration. 

 
Table 1: Summary of the different cathode electrode configurations envisaged in this project. 

Name Thickness [µm] Structure 

a 10 Active layer close to the membrane 

b 10 Active layer away from the membrane 

b2 18 Active layer away from the membrane 

c 2 Active layer only 

d 10 Active layer in between two identical inactive layers 

 

 

Discussion  
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Figure 2 shows the polarization curves after stabilization for cathode catalyst layers in the 

configurations (a) and (b). This graph also displays the resulting curve for the configuration 

(c) which is just a thin active layer of 2 µm, one fifth of the thickness of the (a) and (b) 

electrodes. The poor performance exhibited by the case (b) indicates the large impact of 

proton resistivity on the performance of the electrode structure. Indeed, the only difference 

between (b) and (c) is the inactive layer between the membrane and the 2-µm active layer. On 

the contrary, the electrode in case a produces a slightly larger current than the case (c). The 

inactive layer in this configuration seems to play a beneficial role. The larger electrode 

volume could improve the water management. In Figure 3, the (a) and (b) configurations are 

now compared with case (d). In this electrode, the 2-µm active layer is now in between two 

4-µm inactive layers to make the same electrode thickness as the configurations (a) and (b). 

As expected, the polarization curve for case (d) is better than the case (b) but worse than (a), 

confirming the impact of proton resistivity. 

 

 
Figure 2: Polarization curves for cathode catalyst layers configurations a, b and c. 
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Figure 3: Polarization curves for cathode catalyst layers configurations a, b and d. 

 

Now that the large impact of proton conductivity is known in the case of this electrode 

formulation, the proton resistivity can be quantified using the active/inactive layers. Figure 4 

displays the polarization curves for cases (b) and (c) that were already mentioned in the 

previous graphs. Concerning case (b2), the inactive layer next to the membrane is twice the 

thickness of the case (b) (16 µm) while maintaining the same active layer. What differentiates 

these three electrodes is the path that protons have to cross to reach the active sites. It means 

that the polarization curves are only different by a resistance factor at low current, when no 

diffusion overvoltage occurs. By applying a linear factor to the curves, the value of resistance 

of these inactive layers can be retrieved and the proton resistivity computed is: 525±75 Ω cm. 
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Figure 4: Polarization curves for cathode catalyst layers configurations b2, b and c. 

Conclusions  

This experimental project aims at determining the limitation arising from the cathode catalyst 

layer. Catalyst layers were prepared using robotic spray ink deposition and were then 

characterized in situ. After conditioning, the analysis was focused on the polarization curves. 

Five different configurations of catalyst layers involving active and inactive areas were 

considered to distinguish between proton, electron and oxygen transports in the layer 

structure. The proton resistivity was found to be the main source of overvoltage in the 

cathode catalyst layer, the oxygen and electric transports having nearly no impact in the case 

of the chosen electrode formulation. Finally, a value of proton resistivity was found by taking 

advantage of the active/inactive layers architectures. 

 

This project will then focus on the modeling of the polarization curves and the 

electrochemical impedance spectroscopy curves using a 1D model. In the meantime, the 

carbon black used in the catalyst layer will be replaced by a nanostructured carbon, i.e. a 

carbon xerogel, which will deeply modify its transport properties. Indeed, the pore texture of 

this material can be tuned by slightly changing the synthesis procedure, and the electrical 

conductivity will depend on the particle size. This will allow to obtain properties much 

different from carbon-black based catalytic layers and highlight different transport 

phenomena. 
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1 Introduction

Unmanned Aerial Vehicles (UAVs) have revolutionised the aircraft industry. Currently, the applications
and sectors in which they are deployed keep increasing [2]. Unlike other aerial vehicles, UAVs offer
higher flexibility, are easier to deploy, and are cheaper [11]. Examples of areas in which UAVs are mainly
deployed are goods delivery, inspection, agriculture, monitoring and wireless communication [1]. It is
expected that the drone market will keep growing. Fortune Business published a recent market report
(2023) and expects a compound annual growth rate (CAGR) of 25.82% between 2023 and 2030 [5].

The popularity of electric-powered UAVs is increasing, as systems relying on combustion engines have
lower efficiencies and emit greenhouse gases [22]. The overwhelming evidence of climate change’s impact
calls for urgent action. Rising temperatures, melting ice caps, forest fires and extreme weather events are
already affecting the global population [9]. Other advantages of electric-powered UAVs are a low ther-
mal signature, quieter operation, and an easier-to-control powertrain [8]. However, combustion engines
typically use conventional liquid fuels, characterised by a higher gravimetric energy density compared
to batteries [4]. Therefore, electric UAVs powered by batteries typically have lower endurance [11] and
suffer long charging times [1, 15].

According to the literature [3, 6, 22], FCs have the potential to increase the endurance and payload of
electric UAVs significantly. This is thanks to their high conversion energy, and the high gravimetric energy
density of hydrogen [12, 17]. A long endurance and high payload UAV combined with the advantages
of electric propulsion could open opportunities for broader applications and new markets [15]. However,
there are several challenges related to applying FCs in UAVs. This abstract aims to address these
challenges and unveils ideas to overcome them, which will be the research direction. First, the FC
operating principle is discussed, and different FC types are compared to understand the best option
for UAVs. After that, the major limitations of FCs are discussed and then linked to challenges for
UAV implementation. As the research is still in its initial stages, the current ideas for a methodology
to overcome these challenges are briefly discussed. Afterwards, the limitations and threats to validity
are unveiled in the discussion section. To conclude, the following steps and goals of this research are
discussed.

2 Fuel Cells for UAVs

FCs convert hydrogen and oxygen, usually from air, into water through redox reactions, as the molecules
can achieve a lower energy state. This spontaneous process converts chemical energy into electricity
and heat, characterised by a high efficiency of around 40-60% [17]. The basic operating principle and
chemical reactions taking place in a FC are shown in figure 1. Hydrogen is fed at the anode and splits
into two protons and electrons, which will take a different path to reach the cathode, where the reaction
continues. The protons transfer via a membrane, while the electrons go through an external circuit. At
the cathode, everything is combined with oxygen to form water. The proton conducting membrane is
sandwiched between the anode and cathode electrode, forming the membrane electrode assembly (MEA).
The electrodes typically consist of a porous gas diffusion layer and a catalyst to facilitate the reactions.
Different types of FCs exist, usually determined by the type of proton conducting membrane. The
different FC types considered for UAVs are discussed below. A single-cell FC typically generates a
maximum current of 1-1.5 A/cm2, corresponding to about 0.6 V under load circumstances. To increase
the voltage, multiple cells are combined in a series configuration to form FC stacks [12, 17].

∗Corresponding author: jorben.mus@kuleuven.be

1

92



Figure 1: FC operating principle. Adapted from [17].

Both batteries and FCs are electrochemical energy systems that convert chemical energy into elec-
tricity [12]. The main difference is the containment of the chemical energy, which is stored in the active
material for batteries [13]. FCs, by contrast, are fueled by hydrogen, which enables quick refuelling com-
pared to the slower battery recharging process. Furthermore, FCs provide a greater gravimetric energy
density thanks to the fuel they use [17]. Different FC types exist and are briefly discussed in terms of
their suitability for UAV implementation. The literature considers three different types, namely solid
oxide fuel cells (SOFCs), polymer electrolyte membrane fuel cells (PEMFCs) and direct methanol fuel
cells (DMFCs) [21]. These different types are compared regarding their modes of functioning, advantages,
and limitations to assess the practicality of UAV implementation. Table 1 summarises each FC type’s
key characteristics.

Table 1: Comparison of fuel cell types for UAVs [23]

Type Fuel Efficiency [%] Temperature [°C] System Specific Power [Wkg−1]
PEMFC Hydrogen 40-60 30-100 >150
DMFC Methanol 20-30 20-90 >50
SOFC Hydrocarbons 30-50 500-1000 >100

SOFCs operate between 600-1000°C and are categorised as high-temperature FCs. This makes it
possible to use traditional liquid fuels instead of pure hydrogen [16]. These fuels are more affordable and
easier to handle than pure hydrogen, but SOFCs using them emit greenhouse gases [21]. Other problems
are long warm-up times and challenges related to mechanical and thermal stability [16]. Therefore, the
literature [6, 21, 23] concludes that high-temperature FCs are not ideal for UAVs and are better suited
for stationary applications [16].

PEMFCs rely on pure hydrogen as fuel and thus do not emit greenhouse gases [12]. Their operating
temperature range of 30-100 °C is more favourable for UAVs. Compared to other types of FCs, PEMFCs
have a higher power density and respond better to transient load changes [6]. The use of methanol
as fuel in DMFCs is their most significant advantage over PEMFCs, their composition is very similar.
Relying on methanol instead of pure hydrogen results in easier handling and storage while offering a
better volumetric energy density [21]. Disadvantages are a considerably lower efficiency due to methanol
crossover and lower kinetics. Moreover, the lower specific power of DMFCs also implies that PEMFCs
are a superior choice [6].

In summary, according to the literature, PEMFCs running on pure hydrogen are currently the most
promising and widely used option for powering UAVs [6, 21, 23]. However, there are limitations to the
use of fuel cells. These limitations are briefly outlined below and serve as a basis for discussing their
potential impact on UAVs in the next section.

First, pure hydrogen storage and handling introduce complexities, and the lack of infrastructure is
also a disadvantage [7]. This issue can be addressed by utilising FC types that can accept fuels besides
pure hydrogen [1]. However, as discussed, PEMFCs are still considered to be the best option for UAVs,
and the drawbacks related to hydrogen won’t be considered in this research. Second, FCs typically have
a low maximum power output due to their limited power density in relation to their mass [6]. Third,
the efficiency decreases significantly at high power outputs compared to at low currents. In addition,
high currents cause a considerable drop in voltage, resulting in an unstable voltage output which can be
unsuited for powertrains [21]. Fourth, FCs have a slow dynamic response due to electrochemical reaction
delay and Balance of Plant (BoP) systems, present to support functions like FC cooling and reactant
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delivery [6, 21]. Fifth, FC degradation can significantly reduce power output, which can be reversible or
irreversible. FC lifetime and durability are seen as key challenges in FC commercialisation [20]. According
to the literature, important causes of degradation are operating time [20], harsh ambient conditions in
which the FC is operated [6], noisy and continuously high power demands [20] and impurities that can
poison the FC, as for example, air impurities such as NaCl, NOx, CO,... [19].

3 Methodology

After presenting the opportunities for implementing FCs in UAVs, the focus shifts to the challenges
and proposed methodology to overcome them. This section examines how the discussed drawbacks of
FC technology can impact the performance of FC UAVs. As the research is still in its early stages, a
complete methodology to cope with these challenges will not be discussed. Therefore, each challenge will
be discussed briefly and linked to the current idea and considered methods to solve it.

As discussed, FCs generally suffer from limited power density and slow dynamics [21]. In UAVs purely
relying on FCs, this is expressed by having a lower power output combined with poor performance when
exposed to noisy power profiles. As a result, the UAV’s maximum speed, payload capacity, flying altitude
and climbing rate will be affected [6, 23]. In addition, the FC will degrade faster due to the higher power
output and fluctuating power patterns [20]. Therefore, UAVs solely relying on FCs are generally not the
best idea due to affected flight characteristics and limited FC lifetime. As a result, FCs are often integrated
with other energy systems to create hybrid systems that combine their advantages [6, 21, 22, 23]. This is
summarised in a Ragone plot shown in figure 2, which compares energy systems in terms of gravimetric
energy density and power density. As already discussed, FCs offer a great gravimetric energy density as
hydrogen is used, but they suffer from low power density, which is undesirable for UAVs. The frequently
considered energy systems to support FCs in UAVs are briefly discussed below. Special attention is given
to the methodology and future work in addressing the challenges of hybrid system design.

Figure 2: Ragone plot to compare different energy systems. Adapted from [18].

Most UAVs rely on lithium-based batteries, either Li-ion or Li-polymer, as they score well in terms of
energy and power density [23]. Using Li-batteries to support FCs in the UAV hybrid system is already
widely studied [21]. Batteries serve three main functions in hybrid FC systems for UAVs. First, they help
provide the propulsion system with a constant output voltage as, compared to FCs, the voltage is less
dependent on the load current [23]. Second, by supporting the FC during high-power demanding flight
phases, such as take-off, batteries can improve the power density of the system. Afterwards, the FC can
recharge the battery, for instance, during the cruise phase [22]. Third, batteries can assist in stabilising
the power demand of the FC to increase lifetime [3].

DC-DC converters allow power source management and determine the hybrid system layout by making
different voltage sources compatible. Systems that do not have DC-DC converters are called direct hybrid
systems and are classified as passive. Indirect hybrid systems are managed by energy management
strategies to improve their efficiency and reliability [6].

The combination of the FC and battery is most common in the hybrid system literature. However,
other energy systems are also considered. Solar cells covering the wings of the UAV are seen as a
great option to increase the endurance of UAVs operated during daylight. Figure 2 also shows that
(super)capacitors are a great option to improve the power density of the hybrid system. In addition,
the dynamic response to fluctuating power profiles can also be enhanced by employing (super)capacitors
[21, 23].
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Designing a UAV hybrid system that balances cost, weight, endurance, payload, and flying behaviour
can be challenging. The current literature lacks information on how to design hybrid systems regarding
which combination is needed, the best layout, dimensioning the energy systems and selecting the appro-
priate characteristics. Therefore, this research aims to develop a tool that can assist in designing hybrid
systems for UAVs by proposing optimised layouts for different inputs, such as expected endurance, max-
imum weight, mission profile, etc... This also enables the user to simulate the feasibility of performing a
specific mission using a hybrid FC UAV.

In addition, UAVs are often designed to fly in various environments and timeframes. For example, a
UAV for inspection purposes is expected to perform well during summer and winter. As discussed, the
performance of FCs can be highly affected by degradation. The remaining of this section highlights the
connection between the expected performance of FC UAVs and the impact of FC degradation.

FCs for UAVs are generally open cathode types, meaning that unconditioned air is drawn for the
cathode reactions and FC cooling. This makes the FC lighter, as BoP systems such as humidifiers and
compressors are not present. However, open cathode FCs are also more exposed to ambient conditions.
As a result, the power output of the FC can be highly affected by ambient conditions, as for example,
air temperature and air humidity [6, 10]. Therefore, the flying characteristics and endurance of FC
UAVs can be influenced by where and when the UAV is flown. It could be useful to consider this and
adjust the hybrid system layout based on the expected ambient conditions. Currently, a test bench is
being constructed to evaluate the impact of ambient conditions on open cathode FCs. As discussed,
contaminated environments can also lower FC power output by, for example, catalyst deactivation [19].
Operating a FC UAV in harsh conditions can significantly shorten its lifespan. This can be important
for UAVs operated in these environments, like offshore inspection UAVs. In some cases, it could even be
impractical to deploy a FC UAV due to the harsh environments or a different hybrid system composition
should be considered.

The ambient conditions and presence of impurities can vary depending on the location and timing
of the flight mission [14]. Therefore, when designing hybrid systems, it could be important to consider
degradation due to its influence on the system’s performance. This is already mentioned in the literature
but not elaborated. Therefore, this research aims to assess if ambient conditions and impurities affect the
feasibility of FC UAVs and whether this influences hybrid system design. Therefore, PEMFC performance
will be studied via modelling and simulation. This could then be linked to the proposed hybrid system
design tool.

4 Discussion

This section will briefly discuss, due to the initial stage of the research, potential challenges that may
arise. Regarding the hybrid system design tool, gathering realistic flight profiles and information about
the UAV, such as mass and endurance, might be difficult. In addition, manufacturers do not frequently
share FC performance characteristics. Additionally, building test benches for open cathode FCs can
be expensive, especially if one wants to modify ambient conditions or introduce impurities to study
degradation. Modelling and simulations are helpful but introduce threats to validity that require extensive
study.

5 Conclusion

It is clear that the literature considers implementing FCs in UAVs as an interesting opportunity to achieve
long endurance, high payload electric flights. However, several challenges must be addressed to go from
the demonstrator phase to commercialisation. The most important ones were discussed in this abstract.
One key aspect is the development of a tool to aid in hybrid system design for UAVs based on the
UAV requirements. Optimising the UAV hybrid system is lacking in the literature as the current trend
focuses on optimised energy management. In addition, studying the influence of ambient conditions and
degradation on FCs is necessary to determine whether including this in the hybrid system design is useful.
The goal of this study is to help evaluate the feasibility of hydrogen FC UAVs regarding lifespan, ambient
conditions influence, and UAV requirements for deployment in various applications and environments.
The following steps are developing the discussed tool and setting up models. An update on the research
status will be provided in the future and the first results will be unveiled. This pertains to discussing the
test bench, presenting the initial results of the hybrid system dimensioning tool, and elaborating on the
strategy for developing the models to assess the impact of ambient conditions and degradation.
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Introduction 

Global warming is on a pathway of about +3 °C compared to preindustrial times, if the 

current measures to counteract are considered [1]. This would lead to the collapse of 

ecosystems, a further loss in biodiversity, an increase in extreme weather events, and an 

overshooting of irreversible climate tipping points, which leads to further global warming [2]. 

Thus, near-term measures to reduce humankind's greenhouse gas emissions to net zero have to 

be implemented on a political, societal, and technical level. Focusing on the technical level, the 

energy demand for mobility and transportation is a main driver of CO2 emissions. Since the 

energy demand for this sector is projected to rise in the foreseeable future, there is a strong 

need for new energy carriers with reduced global warming potential. Regarding the large 

engines sector, the IPCC is recommending ammonia and hydrogen from renewable sources as 

promising fuels for shipping in their latest report on the mitigation of climate mitigation [3]. 

Ammonia can serve as a hydrogen carrier with a higher volumetric energy density than 

hydrogen combined with a low carbon intensity. Still, its properties to be used as a fuel are 

challenging and have to be explored thoroughly. 

The present PhD project investigates the combustion behavior of alternative fuels for large 

engines. For this, the aforementioned fuels ammonia and hydrogen are considered due to their 

carbon-free nature and their applicability in large engines. Experimental studies are performed 

to investigate the combustion behavior of the fuels under fundamental and engine-relevant 

conditions. The experimental results serve as a base for the validation of simulation models, 

which capture the particular characteristics of the new fuels. An experimental-numerical 

methodology is being developed to predict the combustion behavior of the new fuels and 

thereby reduce the required experimental efforts. This helps reduce the time to implement the 

new fuels into the fleet, and thereby speed up the mitigation of greenhouse gases from all 

sectors using large engines. 

 

Methodology  

To investigate the combustion behavior of new fuels, characteristic parameters have to be 

determined in fundamental experiments. The laminar burning velocity (LBV) is an intrinsic 

property of fuels, governing the combustion efficiency and stability. Therefore, it is also a main 

input parameter for flame propagation modeling. To experimentally determine the LBV of 

different fuel mixtures, optical investigations of spherically propagating flames under quasi-

isobaric conditions have been performed on a constant volume combustion chamber [4], see 

Figure 1a). Applying Schlieren imaging, the flame propagation is captured with a high-speed 

camera. The LBV is derived by extrapolating the gathered flame propagation to an unstretched 
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flame and calculating the flame speed of the unburnt gas from the burnt gas by applying mass 

continuity. 

 

        
 
Figure 1: Experimental setup of test rigs used with optical access a) Rapid compression machine as constant 

volume combustion chamber [4] b) Optical test rig Flex-OeCoS [5] 

 

While knowledge of the laminar flame behavior of new fuels is the fundament of their 

characterization, investigating the behavior under turbulent conditions is of the highest 

importance for the application of those fuels in internal combustion engines. Special attention 

has to be brought to the flame-turbulence interaction for hydrogen and ammonia-hydrogen 

mixtures because of the strong differential diffusion of those fuel mixtures. This particular 

characteristic causes an increase in the response of the flame speed to turbulence intensity and 

has to be appropriately captured by flame models. To this end, optical investigations of 

turbulent flame propagation under application-relevant conditions have been performed on the 

optical research engine test rig “Flex-OeCoS” [5], see Figure 1b). Similar to the laminar 

investigations, the flame propagation has been captured with a high-speed Schlieren imaging 

setup. The apparent flame propagation speed is based on the projected flame area growth over 

time. The thermodynamic conditions in the combustion chamber are characterized by fine wire 

thermocouple measurements and in-cylinder pressure measurements [6] as well as heat release 

rate calculations [7, 8]. The flow and turbulence conditions are characterized by high-speed 

particle image velocimetry (PIV) measurements [5]. 

 

Discussion  

Laminar flame propagation 

The results of the laminar flame 

propagation have been published and 

presented in [4, 9]. The investigated fuel is a 

gas mixture representing partially 

dissociated (or “cracked”) ammonia, which 

contains ammonia itself, hydrogen, and 

nitrogen. The hydrogen serves as a 

combustion promoter to improve the poor 

combustion behavior of ammonia. In engine 

applications, a part of the ammonia can be 

dissociated into hydrogen and nitrogen 

upstream of the engine. The measurements 

are conducted for cracking ratios of 

γ = [10% – 40%], equivalence ratios of 

φ = [0.7 – 1.3], and initial conditions of 

a) b) 

Figure 2: Schlieren image sequence of flame 

propagation of NH3/H2/N2/air mixture; γ = 40%, 

φ = 0.9, T0 = 298 K, p0 = 5 bar; onset of instabilities 

visible for flame radii > 15 mm [4] 

rf = 12 mm rf > 15 mmrf = 10 mm
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p0 = [1 – 10 bar] and T0 = 298 K. The results are compared to the results of methane, which 

serve as a baseline. 

The outwardly spherical propagation of a lean NH3/H2/N2/air flame with a cracking ratio of 

γ = 40% and p0 = 5 bar is depicted in Figure 2. Within the evaluation range of rf < 12 mm, the 

flame surface is assumed to be unwrinkled and thereby evaluable for the LBV. For larger flame 

radii, the onset of instabilities is visible by the strong wrinkling. These instabilities are caused 

by differential diffusion of the fuel mixture and mainly the contained hydrogen. This is 

represented by an effective Lewis number of the mixture below unity. For cases with a higher 

cracking ratio, a leaner fuel/air mixture, or a higher pressure, the LBV cannot be evaluated due 

to the onset of instabilities within the evaluation range. 

Figure 3 a) shows the results of the LBV of NH3/H2/N2/air flames for an equivalence ratio 

and pressure variation at T0 = 298 K and a cracking ratio γ = 40 %. The LBV is peaking in the 

stoichiometric to slightly rich area and is decreasing over increasing pressure, as expected. In 

comparison to the literature results of Mei et al [10], an overestimation of the LBV can be 

observed in the lean area. Consulting the experimental Markstein Length, an underestimation 

of the stretch sensitivity of the flame front can be found as the source of the deviation, which 

is caused by a low and narrow evaluation range of the present test rig (6 mm < rf < 12 mm). To 

compare the LBV of cracked NH3 flames to CH4 flames, CH4 flame results have been gained 

performing reaction kinetic calculations in Cantera using the GRI 3.0 mechanism [11, 12]. 

While the equivalence ratio effect is similar for both fuels in the lean area, it is less pronounced 

for cracked NH3 in the rich area. This is caused by the peak LBV of the admixed H2 in the rich 

area (φ = 1.6 – 1.8). 

 
 
Figure 3: Laminar burning velocity of NH3/H2/N2/air flames and CH4/air flames at T0 = 298 K [4]  

a) Equivalence ratio and pressure variation, γ = 40 %; Mei et al [10], GRI 3.0 [11] 

b) Cracking Ratio variation, p0 = 1 bar, φ = 1.0; Mei et al. [10], Ji et al. [13], Han et al. [14], Lesmana et 

al. [15], GRI3.0 [11] 

 

Figure 3 b) presents a comparison of the LBV results of the present study and literature 

results for a cracking ratio variation at T0 = 298 K, p0 = 1 bar, and φ = 1.0 [10, 13–15]. All 

results agree in a nonlinear increase of LBV for an increasing cracking ratio. This illustrates 

that the accelerating effect of additional hydrogen dominates over the decelerating effect of 

additional nitrogen in the fuel mixture. Considering the general large deviations in flame speed 

measurements of experimental results in the literature, a good agreement of the current results 

with the displayed literature results can be found, despite the limitations of the test rig. 

Compared to the reaction kinetic results for CH4 flames under the same conditions, a cracking 

ratio of 35 - 40% is required to reach similar burning velocities, dependent on the considered 

source. 

a) b) 
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Turbulent flame propagation 

The experiments of the turbulent flame propagation are currently being evaluated. The 

presented results are to be considered “work in progress” and will be published at a later time. 

The investigated fuel mixtures are NH3 and cracked NH3 and are compared to reference 

measurements of CH4. The measurements are conducted for mixtures with cracking ratios of 

γ = [0%, 3%, 7%, 10%], equivalence ratios of φ = [0.60 – 1.20], and boundary conditions of 

pc = [40, 70, 100 bar], n = [400, 600, 800, 1000 min-1], ignition timing = -15°CA and 

Tin = 100°C for NH3 and cracked NH3 and Tin = 50°C for CH4. The flame propagation for 

γ = 10%, φ = 1.00, n = 600 /min, pc = 70 bar, and Tin = 100 °C is depicted in Figure 4, 

represented by an overlay of the Schlieren images and the detected flame area and contour. The 

flame shape is close to spherical in the given exemplary combustion cycle but can vary strongly 

from this shape due to the flow conditions in the combustion chamber. The flame-turbulence 

interaction is apparent by the small-scale winkled flame front. 

 

 
 
Figure 4: Overlay of Schlieren image sequence and detected area and contour of flame propagation of 

NH3/H2/N2/air mixture; γ = 10 %; φ = 1.00, n = 600 min-1, pc = 70 bar, Tin = 100 °C 

 

The preliminary results indicate an increase in flame propagation for increasing turbulence 

intensity for all fuel mixtures. The turbulence intensity is controlled by the engine speed and 

has been characterized in previous PIV measurements [5]. Pure NH3 performs comparatively 

better under engine-relevant conditions than under laminar, quiescent conditions. The partial 

NH3 cracking of up to γ = 10% effects a further significant increase in flame speed. The 

partially cracked NH3 reaches similar flame speeds and combustion stability to CH4. For lean 

cases, the effect of turbulence on NH3 and cracked NH3 flames is stronger compared to CH4. 

This is caused by thermodiffusive instabilities accelerating the flame propagation, occurring 

for mixtures with effective Lewis numbers below unity. 

 

Conclusions  

Ammonia and hydrogen have great potential as fuels for large engines to reduce the 

greenhouse gas emissions of the transportation and energy sectors. While ammonia is an 

excellent carbon-free hydrogen carrier, its combustion behavior remains a challenge for 

implementation as a fuel. The combustion behavior of ammonia and cracked ammonia 

mixtures has been investigated experimentally under fundamental and engine-relevant 
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conditions. The necessity of the performed experiments becomes apparent by observing the 

laminar and turbulent flame characteristics to differ strongly from conventional fuels. Because 

of the very low laminar burning velocity of ammonia, a cracking ratio of 35 - 40% - and thereby 

a significant addition of hydrogen - is required to reach the same LBV as methane under 

laminar conditions. Additionally, even with low amounts of hydrogen added, the flame surface 

is exposed to instabilities already at rather low pressures, speeding up the flame propagation. 

In contrast, the investigations under turbulent, engine-relevant conditions expose a better 

performance of ammonia and cracked ammonia mixtures than expected from laminar results. 

With a comparatively low cracking ratio of γ = 10%, the combustion gives satisfactory results 

regarding flame propagation and operation stability. This can be explained, inter alia, by the 

particular diffusion behavior of ammonia and especially hydrogen. The expectedly low 

required cracking ratios could be feasible for an on-board cracking process in maritime 

applications, possibly powered only by the waste heat of the combustion process. 

Based on these experimental results, simulation models for laminar, turbulent, and 

application-oriented conditions will be reevaluated and adapted to reliably predict the 

combustion behavior of those new fuels. These simulation models enable a fast development 

process of large engines running on carbon-free fuels. Thereby, precious time can be saved on 

the track of net-zero greenhouse gas emissions, to prevent the crossing of the planetary 

boundaries at risk. 
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Introduction

Climate change is not a distant threat anymore, it’s the pressing reality of our fragile planet that requires
immediate action, not tomorrow, but today [1]. Thus, cutting down on fossil fuels is necessary for the
very survival of humankind. Hydrogen provides a perfect solution and stands as a potential game-changer
in the quest for sustainable and clean energy sources [2, 3]. Hydrogen is gaining momentum as a fuel
of the future because of it significantly reduces CO2 emissions, has high energy density and versatility,
storage and grid stability and can be integrated easily with renewable energy [4].

Despite these benefits, challenges remain. The hydrogen production process can be energy-intensive, and
most hydrogen currently produced is “grey hydrogen” i.e., it comes from natural gas in a process that
releases carbon dioxide [2]. In the burgeoning landscape of sustainable energy and environmental reme-
diation, the exploration of efficient and versatile catalysts stands as a paramount focus. The transition
from carbon-intensive energy sources to cleaner alternatives hinges on breakthroughs in electrochemi-
cal technologies, of which catalysis is a core component. Among these, the electrochemical splitting of
water—wherein water is decomposed into its constituent hydrogen and oxygen gases—is recognized as
a critical pathway for generating hydrogen, a clean and renewable energy vector. Concurrently, in the
realm of environmental technologies, the decomposition of hydrogen peroxide is a vital reaction, aiding
in wastewater purification and other decontamination processes [2, 4, 5].

At the heart of these reactions lies the NiFe class of catalysts, which have garnered significant attention due
to their promising catalytic performances, cost-effectiveness, and relative abundance. These bimetallic
catalysts, leveraging the synergistic properties of nickel and iron, have showcased their prowess, particu-
larly in the oxygen evolution reaction (OER) segment of water splitting. However, their potential does
not stop there. Recent forays into their applicability for hydrogen peroxide decomposition reveal another
exciting avenue for exploration.

This work seeks to bridge the knowledge gap between the two distinct, yet interrelated, applications
of NiFe catalysts: in the OER reaction and hydrogen peroxide decomposition. By juxtaposing their
performance, mechanisms, and stability in both reactions, we aim to present a holistic understanding
that could be pivotal for future innovations in clean energy production and environmental protection.

Rationale

The main rationale behind the study is to understand the mechanistic insights and reaction pathways.
The OER and H2O2 decomposition reactions, though different in nature, share certain intermediate steps
and mechanistic nuances [6, 7].

∗Corresponding author: neethu.kochukunnel.varghese@edu.unige.it
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Let us now go into the details of the reaction mechanism [8, 9]. The Adsorbate Evolution Mechanism is
a 4-step-reaction process with 3 reaction intermediates (*OH, *O, *OOH ). The binding energy between
the intermediates and the catalytic active site determines the rate of the reaction.

Step 1: M + OH- → M-OH + e-

Step 2: M-OH + OH-→ M-O + H2O + e-

Step 3: M-O + OH-→ M-OOH + e-

Step 4: M-OOH + OH-→ M + O2 + H2O + e-

The creation of O* and *OOH are the pivotal steps in the reaction process and the magnitude of difference
between the free energy of these species is indicative of its OER activity. The G*O-G*OOH values vs the
overpotential show a volcanic distribution and, according to the Sabatier principle, an intermediate value
of G*O-G*OOH is preferred. The catalytic activity is found to be maximum at G*O-G*OOH value of
1.6 eV.

The decomposition of the hydrogen peroxide on Fe+ ions is found to have involvement of the intermediates
*OH, *O, *OOH [6, 7]. So a comparative study will help elucidate the similarities and differences in the
reaction pathways when catalyzed by NiFe. This could lead to improved catalyst designs by exploiting the
favorable features from each reaction. NiFe catalysts have demonstrated promising catalytic performance
in both OER and H2O2 decomposition. By comparing their activity in both reactions, we can derive
insights into the versatility of these catalysts, potentially unlocking new applications or opportunities for
optimization. In addition to that both the OER and hydrogen peroxide decomposition reactions impose
oxidative and reductive stresses on catalysts. By exposing NiFe catalysts to both environments, this
study can provide valuable insights into the durability, longevity, and possible degradation pathways of
these materials. This is crucial for commercial applications where catalyst stability often dictates the
lifespan and maintenance costs of the devices.

In light of these rationales, our study aims to comprehensively evaluate and compare the activity of NiFe
catalysts in both the OER and hydrogen peroxide decomposition reactions. Through this analysis, we
hope to expand our understanding of the fundamental processes at play and promote the development
of more effective and versatile catalytic systems.

Methodology

To achieve a comprehensive understanding of the activity of NiFe catalysts in hydrogen peroxide de-
composition and the oxygen evolution reaction (OER), we synthesised a range of NiFe catalysts using
chemical reduction method with NaBH4 [10], with multiple Ni to Fe ratios. These catalysts were sup-
ported on both cerium oxide (CeO2) and zirconium dioxide (ZrO2) substrates, selected for their known
stability and conductivity properties. This variety of catalysts allowed for a robust investigation into
the influence of metal ratios and the nature of support on the catalytic activity. The catalysts were
characterized using X-ray diffraction (XRD), scanning electron microscopy (SEM), and Brunner-Emmett
-Teller (BET) method to characterize the crystal structure, morphology, and surface properties of the
catalysts, respectively.

The catalytic activity of the NiFe catalysts were then evaluated for hydrogen peroxide decomposition.
The decomposition rate of H2O2 in the presence of the synthesized NiFe catalysts is assessed through
volumetric measurements. 200 mg of catalysts and a 100 mL solution of 0.3 M H2O2 solution were kept
in Büchner flask and the volume of O2 evolved was measured every three minutes.

The OER catalytic activity is measured by conducting electrochemical tests using a three-electrode
setup. Linear sweep voltammetry (LSV) is employed to determine the OER onset potential and overall
activity [11]. Electrochemical impedance spectroscopy (EIS) will provide insight into the charge transfer
resistance at the catalyst interface [12].
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The catalysts were analyzed for stability and degradation studies by subjecting them to prolonged reaction
conditions for both H2O2 decomposition and OER to assess their durability. Post-reaction character-
izations are conducted using XRD and SEM to detect any structural or morphological changes in the
catalysts. Inductively coupled plasma mass spectrometry (ICP-MS) is used to detect any leaching of the
metal components. Infrared (IR) spectroscopy is employed to identify and monitor possible intermediates
or adsorbed species during both reactions.

This multifaceted methodology aims to provide a rigorous and thorough analysis of NiFe catalysts in the
context of both hydrogen peroxide decomposition and OER, ultimately contributing to the advancement
of catalytic systems in these domains.

Discussion

The in-depth examination of NiFe catalysts’ activity in hydrogen peroxide decomposition and the oxygen
evolution reaction (OER) offers an avenue to bridge two critical areas in electrochemistry and catalysis.
Several pertinent observations and implications emerge from this study:
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Figure 1: H2O2 decomposition rates for NiFe catalysts with different Ni:Fe ratios

Our initial findings suggest that NiFe catalysts with a Ni:Fe ratio of 1:9 are optimal for hydrogen per-
oxide decomposition (Fig. 1). The study highlights the importance of the Ni:Fe balance in optimizing
performance. These catalysts showed an impressive level of activity during hydrogen peroxide decompo-
sition studies, indicating their potential as highly efficient OER catalysts; a subject of current research.
While NiFe catalysts potentially exhibit promising performance in both hydrogen peroxide decomposi-
tion and OER, the extent of their activity can differ based on the specific reaction. Factors such as
electronic structure, binding energies, and the microenvironment of active sites play a determining role
in catalytic efficiency. It’s intriguing to note the influence of Ni:Fe ratios in these dynamics, emphasizing
the importance of achieving the right balance for optimal performance in each reaction. The presence
of iron, known for its ability to facilitate the formation of stable metal-oxygen bonds, might offer clues
in enhancing the robustness of these bimetallic catalysts. Insights from the mechanistic study could
indicate that certain intermediate states or adsorbed species are common or analogous across the two
reactions. This shared mechanistic behavior underscores the versatility of NiFe catalysts. However, the
energy barriers and reaction kinetics might differ, elucidating the distinctive challenges faced in each
process. Also beyond the realm of academic interest, the dual utility of NiFe catalysts in both OER and
hydrogen peroxide decomposition positions them as economically viable materials. By minimizing the
need for multiple specialized catalysts, industries can achieve more streamlined, cost-effective processes,
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especially considering the relative abundance and low cost of nickel and iron. Feedback from the opti-
mization phase underscores the adaptability of NiFe catalysts. Post-treatment techniques, doping agents,
or support materials can notably enhance activity, suggesting a broad design space for researchers and
engineers to explore.

Conclusions

In this study of NiFe catalysts for hydrogen peroxide decomposition and the oxygen evolution reaction
(OER), we systematically examined several variables to understand their performance and properties. By
synthesizing catalysts with varied Ni:Fe ratios, morphologies, and support materials, we delineated the
impact of these parameters on catalytic activity. The catalysts were characterized using XRD, SEM, and
BET and it provided detailed insights into the catalysts’ crystal structures, morphologies, and surface
properties.

The catalytic activity assessments showed the efficiency of the synthesized NiFe catalysts in hydrogen
peroxide decomposition and their potential in OER applications. The durability and stability of the
catalysts were assessed by subjecting the catalysts to prolonged reaction conditions.

In summary, this research offers a systematic and thorough analysis of NiFe catalysts in hydrogen peroxide
decomposition and OER. The findings, grounded in empirical evidence and rigorous analysis, contribute
significantly to the field of catalysis, emphasizing the relevance and potential of NiFe catalysts in these
reactions.
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and RM Lago. Novel active heterogeneous fenton system based on fe3- xmxo4 (fe, co, mn, ni):
the role of m2+ species on the reactivity towards h2o2 reactions. Journal of hazardous materials,
129(1-3):171–178, 2006.
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Introduction 

With the increasing global energy demands and depleting fossil fuel reserves, the world 

economy is now setting stronger goals towards production, transport and storage of green 

hydrogen which is an ideal renewable energy carrier for future[1]. While diffusible hydrogen 

in many materials degrades its performance and durability, hydrogen trapped in deep traps can 

reduce embrittlement and may pave the way towards development of solid-state hydrogen 

storage materials. In this scenario, understanding hydrogen interaction with materials at the 

nanoscale is crucial to develop sustainable, safe, and strong materials for hydrogen storage and 

transport. Hydrogen in materials introduces a series of microstructural, chemical, and 

electronic changes in materials at micro to nanoscales and no single technique can fully reveal 

the entire process [1]. Correlative microscopy integrates multiple characterization techniques 

to provide a comprehensive insight into local hydrogen-material interaction at the nanoscale 

[1].  

 

Methodology 

Direct imaging of hydrogen in solid materials with nanometer scale lateral resolution is 

challenging with most conventional microscopic techniques. A solution to this can be 

Secondary Ion Mass Spectrometry (SIMS), which is a high sensitivity analytical technique that 

can detect all elements (and isotopes) of the periodic table including hydrogen at sub 20 nm 

lateral resolution [2]. Our group, at LIST, have developed a prototype focused ion beam (FIB) 

−scanning electron microscope (SEM) -SIMS instrument (FIB-SEM-SIMS) which is based on 

an in-house developed double-focusing magnetic sector mass spectrometer with a continuous 

focal plane detector attached to a commercially available high vacuum dual-beam FIB-SEM 

which uses a liquid metal 69Ga+ ion source [2]. This instrument combines the merits of electron 

microscopy with SIMS imaging to obtain structural and chemical information over the same 

region of interest in hydrogen containing samples.  

 

Moving forward, we have also developed an in-situ electrochemical charging holder which can 

perform electrochemical hydrogen charging of samples inside the FIB-SEM-SIMS instrument 

to account for the loss of hydrogen diffusing out of the sample while performing the 

measurements. It consists of an electrolyte compartment which can hold around 600 μl of 

electrolyte. The sample is machined in the form of a lid to the electrolyte compartment, so that 

only one surface of the sample comes in direct contact with the electrolyte and the top surface 

of the lid to which hydrogen diffuses through the material will be clean for analysis purposes. 

Figure 1 illustrates the in-situ electrochemical charging set up. 
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Figure 1. (a) Schematic of the FIB-SEM-SIMS instrument. A potentiostat (Biologic SP-150) is used to provide 
the sample bias with respect to stage for electrochemical charging using in-situ electrochemical charging holder 
(b) Cross sectional view of the in-situ sample holder. Inside the SEM vacuum chamber, the lid (sample) will be 
biased negatively(blue), and the counter electrode will be biased positively(red) (c) The in-situ electrochemical 
charging holder. 

 

Discussion  

The in-situ electrochemical charging holder is used for charging different samples inside FIB-

SEM-SIMS to obtain elemental maps of hydrogen in materials which can aid hydrogen 

embrittlement studies and the identification of suitable materials for hydrogen storage. Ti-6Al-

4V, a dual phase Titanium alloy, is an interesting material to start with, as it is well known for 

its specific strength and mechanical characteristics and has wide ranging aerospace, industrial 

and biomedical applications [3]. In hydrogen environment, this alloy absorbs large amount of 

hydrogen leading to hydride formation and gradual failure due to hydride embrittlement [4]. 

In-situ SIMS analysis of the sample using the electrochemical charging holder inside FIB-

SEM-SIMS can track the hydrogen distribution in the sample in course of time. It can also help 

in identifying preferential nucleation sites of hydrides in the material and can track its growth 

in time. As a first step to this, electrochemical charging of Ti-6Al-4V samples has been 

performed inside a beaker and hydrogen maps of the sample was obtained before and after 

hydrogenation as shown in figure 2. The experiment was repeated using the sample holder 

outside the instrument for testing purposes before introducing it into the vacuum environment. 

SIMS images correlated with corresponding SEM images yielded interesting information on 

hydrogen distribution and hydride nucleation in the material. The FIB-SEM-SIMS instrument 

was also used to map hydrogen in Titanium Carbide and Vanadium Carbide precipitates in ex-

situ gaseous hydrogen charged ferritic steel samples. The SIMS images obtained were 

correlated with SEM images of the precipitates and preferential hydrogen trapping sites were 

located for both the precipitates. 

 

 

 

(a) 

(c) 
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Figure 2: Hydrogen maps of Ti-6Al-4V sample obtained using SIMS imaging (a) before hydrogenation (b) after 
ex-situ electrochemical hydrogen charging at a current density of 0.5 mA/cm2 in 5 wt% H2SO4. Both images 
employ a beam current of 100 pA and dwell time of 3ms per pixel. Both the SIMS images have 256 X 256 
resolution over a field of view (a) 21μm x 21μm (b) 28μm x 28μm 

  

Conclusions  

To compensate the loss of hydrogen due to diffusion from samples during analysis, an in-situ 

electrochemical charging holder was designed to perform in-situ hydrogen charging of samples 

in the FIB-SEM-SIMS instrument. With the case studies, we introduce the design, capabilities 

and challenges of the in-situ charging holder and the FIB-SEM-SIMS instrument in SIMS 

based correlative microscopy to directly visualize hydrogen-metal interactions with nanoscale 

lateral resolution. 
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Introduction 

In a climate-neutral global energy system, fossil fuels could be replaced by green hydrogen and 

hydrogen derivatives produced in regions with favorable conditions for renewable energy [1]. 

The Earth's sunbelt is one of the most promising regions in this context due to the enormous 

potential for solar energy and the availability of unused land [2].  

However, electrochemical hydrogen production using solar energy is a challenge. With photo-

voltaics (PV), it is possible to provide electricity at attractive prices, but only during the day 

and with fluctuations. Since electricity storage with batteries is too expensive to ensure a con-

tinuous power supply, an electrolysis system powered exclusively by PV operates with rela-

tively low full-load hours and also requires electricity for standby operation. This leads to lower 

system efficiency and increases the cost of the hydrogen produced. 

This work therefore proposes combining photovoltaics with concentrated solar power 

(CSP) and thermal energy storage (TES) to operate an electrochemical hydrogen production 

plant. In this concept, the PV system generates electricity depending on the momentary solar 

radiation. In the CSP plant, a working fluid (molten salt) is heated in a receiver at the top of a 

solar tower and stored in a hot storage tank. From there, hot molten salt can be extracted as 

needed to transfer heat to a steam cycle that drives a steam turbine connected to a generator. 

Thereby, the CSP electricity production can be adapted to the demand [3] and, together 

with photovoltaics, a very continuous power supply can be achieved. Such a CSP/PV hybrid 

power plant has further synergies: PV electricity can cover the CSP auxiliary power consump-

tion and excess PV electricity can also be stored as thermal energy. If such hybrid solar energy 

systems are to be used for electrochemical hydrogen production, they offer a wide variety of 

operating modes and system configurations. Previous work has focused on the techno-eco-

nomic evaluation of CSP/PV systems based on existing plant designs. The studies did not in-

clude a detailed energy system analysis of CSP/PV and electrolyzer combinations [4, 5]. 

The search for the best configuration that leads to the lowest levelized cost of hydrogen 

(LCOH) is a complex optimization problem that is addressed in this work. Therefore, a techno-

economic energy system and optimization model is developed. This model includes an opera-

tional strategy and is able to determine the ideal scaling of the individual process units. The 

study shows that a combination of PV and CSP is a promising concept for large-scale solar 

hydrogen production that can lead to lower hydrogen production costs than using either tech-

nology alone. The advantages of these CSP/PV hybrid systems become particularly clear when 

a continuous supply of hydrogen is beneficial, for example when hydrogen production is cou-

pled with a hydrogen liquefaction process or synthetic fuel production. 
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Methodology  

In order to determine the cost-optimized design of a CSP/PV powered stand-alone electro-

chemical hydrogen production plant, we developed an energy system model, which is illus-

trated in Figure 1. In the CSP plant, so-called heliostats concentrate the solar radiation on a 

receiver at the top of a solar tower and thereby heat a working fluid (molten salt), which is 

stored in a hot storage tank. From there, the hot molten salt can be extracted as required to 

transfer the heat to a steam cycle that drives a steam turbine connected to a generator. An 

alkaline (AEL) electrolyzer system can now be operated with the electricity generated in the 

steam cycle and in the PV system. If there is a surplus of PV electricity, this electricity can be 

supplied to an electric heater to heat the molten salt which is then also stored in the thermal 

energy storage. We have implemented an operational strategy algorithm for the optimal inter-

action between PV, CSP and the AEL electrolysis system. The operating strategy includes the 

utilization of the PV electricity surplus in a cascade that first covers the auxiliary consumption 

of all processes and only stores the remaining surplus electricity as heat. By incorporating 

techno-economic data, the model is able to determine cost-optimal system designs based on a 

global optimization algorithm. Figure 1 shows the six optimization variables considered for 

plant design. Each optimization variable is a characteristic design variable for one of the pro-

cess units. The nominal receiver power PCSP,Rec is the design variable of the CSP part. This 

parameter represents the concentrated solar power that reaches the receiver at a DNI of 900 

W/m2. Other design variables are: the PV peak power (PPV,Peak), the nominal power of the AEL 

system PAEL, the nominal power of the steam turbine PTurb, the nominal power of the electric 

heater PHeater,el and the capacity of the thermal energy storage CTES. The general approach to 

optimizing the power plant design is to minimize the levelized cost of hydrogen (LCOH) as a 

function of these six optimization variables: 

MIN(𝐿𝐶𝑂𝐻) = 𝑓(𝑃  𝐶𝑆𝑃,𝑅𝑒𝑐 , 𝑃𝑃𝑉,𝑃𝑒𝑎𝑘 , 𝑃𝐴𝐸𝐿 , 𝑃𝑇𝑢𝑟𝑏 , C𝑇𝐸𝑆, P𝐻𝑒𝑎𝑡𝑒𝑟,𝑒𝑙) (1) 

 

 
Figure 1. Schematic of the proposed stand-alone solar hydrogen production plant. An alkaline electrolyzer sys-

tem (AEL) powered by a CSP/PV hybrid power plant. The six variables for optimizing the plant are highlighted 

in green[6]. 
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Discussion 

Figure 2 illustrates various possible operating modes for solar hydrogen production in a period 

with good solar irradiation. PAEL is here the inlet power of the electrolyzer system. In addition, 

the electricity supply from the photovoltaic system (PPV), the electricity generated by the steam 

turbine (PTurb) and the electricity supply to the electric heater (PHeater,el) are shown. In the refer-

ence case, a system powered exclusively by PV (a), electrochemical hydrogen production is 

only operated during the day. Due to the standby mode, hydrogen production starts immedi-

ately when the PV field supplies the minimum load of the elctrolyzer system. The techno-

economic optimization leads to an oversized PV system. This leads to higher full load hours 

for the electrolyzer, but also to surplus electricity production. The second plot (b) is a CSP/PV 

powered AEL plant with an oversized PV system, which leads to fluctuating hydrogen produc-

tion. At night, the electricity is supplied by the steam turbine. The electrolyzer system has a 

higher rated output and is operated at its maximum load by the PV system during the day. In 

the design of the third system (c) a constant hydrogen production was achieved by limiting the 

maximum AEL system power to 150 MWel, a typical power output of a CSP tower system. 

 

 

Figure 2. Comparison of different operating concepts for solar hydrogen systems for a day with good solar irra-

diation.  (a) Exclusively PV-powered H2 production; (b) CSP/PV-powered fluctuating H2 production; (c) 

CSP/PV-powered constant H2 production [6].  

Which of these operating modes and system configurations lead to the lowest LCOH strongly 

depends on the cost assumptions used for the techno-economic optimization. If the investment 

costs for PV are low compared to CSP, the PV-dominated systems (a) and (b) may be the best 

options. Decreasing costs for CSP lead to a more continuous operation of the electrolyzer as in 

(c). In future work, a detailed sensitivity analysis will be carried out to investigate the influence 

of the cost assumptions used and to identify the most important influencing factors. It is also 

investigated how the coupling with other processes affects the results. For example, when hy-

drogen production is coupled with a synthetic fuel production process such as an e-methanol 

plant. In this case, the synthesis process can be operated more economically with a continuous 

supply of hydrogen, electricity and often also thermal energy, which favors a system of type c) 

in Figure 2. 
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Conclusions  

In this study, we have developed an energy system model for an electrochemical hydrogen 

production plant powered by a combination of PV and CSP. The energy system includes a 

thermal energy storage system and an electric heater that can be used to store excess electricity 

as heat. We have implemented an operational strategy algorithm for the optimal interaction of 

PV, CSP and an alkaline (AEL) electrolyzer system. The operating strategy includes the utili-

zation of the PV electricity surplus in a cascade, which initially covers the auxiliary consump-

tion of the processes and only stores the remaining surplus as heat. 

The plant optimizations carried out indicate that it may be advantageous to use such CSP/PV 

hybrid systems with heat storage to operate electrochemical hydrogen production at locations 

with high solar irradiation. Depending on the location and cost assumptions, this can lead to 

more full load hours of the electrolyzer and lower costs for hydrogen compared to a system 

powered solely by photovoltaics. 

The advantages of these hybrid systems become particularly clear when hydrogen production 

is coupled with other processes, such as hydrogen liquefaction for hydrogen transportation or 

a fuel synthesis process, such as a methanol production plan. In this case, continuous hydrogen 

production leads to lower investment costs for subsequent process steps, as over-scaling of 

process equipment and the need for hydrogen storage is reduced. This effect will be investi-

gated in more detail in the following studies. In addition, the influence of cost assumptions will 

be examined in a detailed sensitivity analysis and described with characteristic key parameters. 
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Introduction 

Renewable hydrogen is necessary for the decarbonization of sectors that are difficult to 

electrify, such as industry and aviation, and as a storage medium for surplus electricity from 

renewable sources [1]. The production of hydrogen on a fossil fuel basis has been the dominant 

production method, but renewable hydrogen has gained considerable relevance in the energy 

and climate policy debate in recent years. But so far, no significant amounts of renewable 

hydrogen were produced, as the market ramp-up is still in an early stage [2, 3, 4]. To push the 

emergence of a market, the European Union adopted a hydrogen strategy as part of the Fit-for-

55 package and detailed framework conditions are being created to promote a sustainable and 

effective hydrogen economy [5]. The regulation of hydrogen in context of decarbonization is 

particularly challenging due to its novelty and complexity [6]. Hydrogen-related issues have to 

be integrated in the existing framework and new legislation has to be developed to fill in 

regulatory gaps and provide a coherent approach to hydrogen. The task of developing a 

coherent EU framework is complicated by varying regulatory needs and challenges for 

renewable and low carbon hydrogen. Low carbon hydrogen can be produced by a variety of 

production methods using different energy sources. These include the production of low carbon 

hydrogen on the basis of natural gas with subsequent carbon capture and storage (CCS) and 

carbon capture and utilization (CCU), but also the use of nuclear energy to power water 

electrolysis. While low carbon hydrogen is not produced with renewable sources, its 

greenhouse gas (GHG) emissions can be significantly lower than conventional fossil-based 

production. Therefore, the use of low carbon hydrogen is considered by some actors as a way 

of accelerating the market ramp-up by providing more hydrogen supply for offtakers and 

paving the way for a renewable hydrogen economy.  

 

While the development of infrastructure and market design are important topics that need to be 

addressed on the regulatory level, the development of a framework for the production and 

import of low carbon hydrogen that supports decarbonization and does not place renewable 

hydrogen at a disadvantage is the center of this analysis. While the EU’s main objective is to 

produce and import renewable hydrogen, low carbon hydrogen will also play a role, even if it’s 

only during a transitional period to satisfy the demand that cannot be covered until more 

capacities for renewable hydrogen are build. The central challenge is to guarantee that the 

domestically produced and imported hydrogen, both renewable and low carbon, is contributing 

to GHG emission savings and consequently contributes to the decarbonization, while 

simultaneously providing enough hydrogen to satisfy demand and make the market ramp-up 

in the European Union possible. With the adoption of the Commission Delegated Regulation 

(EU) 2023/1184 of the second Renewable Energy Directive 2018/2001 (REDII) regarding 

requirements for the production of renewable fuels of non-biological origin (RFNBOs), the 

framework for renewable hydrogen is in an advanced phase. Yet, the regulatory framework for 

low carbon hydrogen is still in development. As low carbon hydrogen production requires 
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investments in fossil fuel technology, it carries the risk of creating fossil lock-ins or stranded 

assets. Therefore, special consideration must be given to a regulatory framework that ensures 

a positive contribution to achieve climate neutrality and the development of a level playing 

field between renewable and low carbon hydrogen.   

 

Methodology  

In this context, the following analysis of the EU regulatory framework for low carbon hydrogen 

will have three objectives:  

• Outline the existing regulatory framework for low carbon hydrogen production and 

imports 

• Identify deficiencies of the existing regulatory framework in the form of regulatory 

gaps and incoherencies 

• Propose recommendations with regard to measures that could address those 

deficiencies to develop a coherent regulatory framework    

These three objectives will be addressed in each section of the analysis, focusing on different 

elements of the regulatory framework. This will be done by a detailed examination of the 

current EU legislation relevant for these different types of low carbon hydrogen, including the 

most important directives, regulations, tertiary legislation, initiatives and acts still in the 

legislative process.   

 

In the second section, the current and future role of low carbon hydrogen is outlined and 

compared to the EUs strategic approach towards hydrogen. In the third section, the detailed 

provisions on definitions are outlined and the integration of low carbon hydrogen in the target 

structure for hydrogen is examined. The fourth section covering detailed requirements of low 

carbon hydrogen production will be structured around the different production methods, 

namely gas-based production with CCS, gas-based production with CCU and production using 

nuclear energy. This allows a nuanced view on the peculiar challenges of each production 

method for the regulatory framework, especially in regards to guaranteeing GHG emission 

reductions throughout the entire production cycle. As hydrogen imports into the EU will play 

a significant role to secure supply in the future, the analysis of domestic low carbon hydrogen 

production is followed by an assessment of the EU framework for hydrogen imports in the fifth 

section. In the first subsection, the lacking strategic approach to low carbon hydrogen imports 

is outlined and recommendations are formulated to integrate low carbon hydrogen in the 

proposed Union strategy for imported and domestic hydrogen. The second subsection covers 

the implication of the detailed requirements for domestic low carbon hydrogen production for 

imported hydrogen and what matters to achieve a level playing field between domestic and 

third-country producers. The third subsection then discusses, if the European Hydrogen Bank 

can be a central initiative for a robust governance of low carbon hydrogen imports. In the 

concluding section, a table summarizing the issues, deficits and recommendations is provided. 

 

Discussion  

The analysis outlined the need for a more comprehensive approach of the European Union 

towards low carbon hydrogen. While the ultimate objective is the rapid development of a 

renewable hydrogen economy, low carbon hydrogen is already being produced in the EU and 

in third countries with the objective to be exported into the European Union. While key 

117



      

 3 

elements of the regulatory framework have been adopted or are in the legislative process, 

regulatory gaps and incoherencies are still present. 

 

Figure 1 illustrates factors to be considered in a regulatory framework for gas-based low carbon 

hydrogen production. It covers the upstream, midstream and downstream emissions and which 

respective legislation can be linked with the delegated acts of the Gas and Hydrogen Markets 

Directive to guarantee the proposed 70% greenhouse gas emission savings.  

 

The upstream emissions consist of methane leakages during gas production, as well as transport 

and distribution of natural gas. These leakages will be covered under the Methane Regulation 

after it passes the legislative process. The provisions set for leakages under the Methane 

Regulation can then be linked to the central methodology for the calculation of GHG emission 

savings required under the Gas and Hydrogen Markets Directive, that is also still in the 

legislative process. Downstream emissions are mainly composed of CO2 leakages occurring 

during transport and distribution of CO2, leakages of storage sites or re-emissions at the 

lifetime end of products produced with captured carbon. CO2 transport and distribution, as well 

as storage is covered under the CCS Directive and these provisions can be linked to the 

methodology of the Gas and Hydrogen Markets Directive. But an EU framework for carbon 

capture and utilization is not existent. As low carbon hydrogen production facilities transferring 

the captured CO2 for use in other industrial processes or products are already operating, the 

risk of re-emission is imminent, wherefore the lack of rules for CCU is a major regulatory gap 

to be closed. While the proposed Carbon Removal Certification Regulation does not cover the 

utilization of non-biogenic carbon, it can still be used as a blueprint to develop provisions for 

carbon of fossil origin that is stored in products.   
 

 
Figure 1: Proposal for a Regulatory Framework of Gas-Based Low Carbon Hydrogen Production 

 

While nuclear-based hydrogen also falls under the umbrella of low carbon hydrogen, the 

energy sources and production methods differ significantly. Therefore, the regulatory 

framework needs to be adjusted to the peculiar challenges of nuclear power and be coherent 

with renewable hydrogen production to ensure a level playing field in the EU hydrogen market. 

The requirements of additionality, temporal correlation and geographical correlation were 
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introduced for renewable hydrogen production, but the introduction of similar requirements for 

nuclear hydrogen production should be discussed to prevent negative impacts on the electricity 

system and disadvantages for renewable hydrogen production. While the rules for temporal 

and geographical correlation can be transferred to nuclear hydrogen production, additionality 

needs to be adjusted to the properties of NPPs and nuclear electricity production. An 

additionality rule imposing that only new capacities can be used for nuclear hydrogen 

production is unfeasible, therefore the requirements should be adjusted to ensure the use of 

nuclear power for hydrogen production has no negative impacts on electricity prices, electricity 

supply for other sectors and does not trigger additional fossil electricity generation. 

Furthermore, equal rules for the eligibility of financial support for installations generating 

electricity for hydrogen production have to be developed.  

 

In summary, the regulatory framework for gas-based low carbon hydrogen needs to be focused 

on capturing all points in the production lifecycle where the GHG emissions reduction target 

could be compromised. For nuclear-based hydrogen production, the challenges of the 

regulatory framework consist of the prevention of disadvantages for renewable hydrogen 

production.  

 

Conclusions  

While low carbon hydrogen is already produced in the European Union and different import 

agreements have been signed, a strategic approach guaranteeing long-term emission reductions 

and the prevention of fossil lock-ins is lacking. Still, a variety of policies relevant for low 

carbon hydrogen is already in force or in the legislative process. Regulatory instruments in the 

form of definitions and targets exist or are discussed in the ongoing legislative process. The 

different legislative acts form a fragmented framework of low carbon hydrogen definitions with 

varying eligibility for EU targets depending on the sector.   

 
The proposed Gas and Hydrogen Markets Directive has the potential to align the fragmented 

framework as the central legislation for low carbon hydrogen and ensure long-term impacts on 

greenhouse gas emission reductions. The proposal sets up the requirement of a 70% greenhouse 

gas (GHG) emission savings threshold to be achieved during the production. To achieve 

comprehensive impacts on decarbonization, it is recommended that the forthcoming 

methodology for the calculation of emission savings should include upstream, midstream and 

downstream emissions and take into account differences of the production methods. The 

integration of lifecycle emissions into the regulatory framework can be realized by linking 

existing legislation with the requirements of low carbon hydrogen production. Nevertheless, 

some factors are not covered by EU legislation and display regulatory gaps to be closed.  

 

To ensure sufficient GHG emission reductions during the production of gas-based low carbon 

hydrogen, it is recommended to cover upstream emissions (e.g. methane leakages) by linking 

the provisions of the Methane Regulation to the requirements of low carbon hydrogen. In the 

case of subsequent carbon capture and storage (CCS), the provisions set out in the CCS 

Directive should be linked to the calculation of GHG emission reductions of low carbon 

hydrogen to ensure permanent storage of CO2 with strict monitoring and reporting obligations 

to prevent leakages. Major regulatory gaps are identified for carbon capture and utilization 

(CCU), for example when captured carbon is being stored in products or used in industrial 

processes. In this case, it is recommended to extend the regulatory framework to ensure carbon 

utilization leads to emission mitigation instead of a temporal shift of emissions. While the 
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proposed Carbon Removal Certification Framework does not cover non-biogenic CO2, it could 

be used as a foundation for a CCU regulatory framework.  

 

Low carbon hydrogen also includes the production of hydrogen using nuclear energy. It is 

recommended to include upstream emissions from mining and processing of materials in the 

calculation of GHG emission reductions. But more importantly, the regulatory framework 

needs to be adjusted to the peculiar challenges of nuclear power and be coherent with 

renewably hydrogen production to ensure a level playing field in the EU hydrogen market. The 

requirements of additionality, temporal correlation and geographical correlation were 

introduced for renewable hydrogen production and the development of similar requirements 

that prevent negative impacts of nuclear hydrogen production on the electricity system and 

disadvantages for renewable hydrogen production should be discussed. While the rules for 

temporal and geographical correlation can be transferred, additionality needs to be adjusted to 

the properties of nuclear electricity production. An additionality rule imposing that only new 

capacities can be used for nuclear hydrogen production is unfeasible, therefore the 

requirements should be adjusted to ensure the use of nuclear power for hydrogen production 

has no negative impacts on electricity prices, electricity supply for other sectors and does not 

trigger additional fossil electricity generation. Furthermore, equal rules for the eligibility of 

financial support for installations generating electricity for hydrogen production have to be 

developed. 

 

As low carbon hydrogen will be imported from third-countries into the European Union, it is 

recommended to introduce a strategic approach and measures to safeguard similar standards 

that ensure actual GHG emission reductions are achieved. Complementary to the Carbon 

Border Adjustment Mechanism, the European Hydrogen Bank has the potential to be the 

central institution to lay down a strategic approach to low carbon hydrogen imports, manage 

the approval of certification schemes and monitor compliance with the detailed requirements. 
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Introduction 

 
For the production of green hydrogen, a two-step thermochemical reduction-oxidation 
(redox) cycle can be implemented in a solar power plant. Therein, solar radiation is 
concentrated by a heliostat field onto the receiver-reactor on top of a solar tower in order to 
provide high temperature heat for a thermochemical reaction. In the first endothermic step 
of the cycle, a redox material (e.g. CeO2) is reduced at high temperatures (𝑇 ≥ 1400 °C) 
and low oxygen partial pressures (𝑝 ≤ 10 mbar). In the second exothermic step the 
reduced redox material is cooled down (𝑇 ≤ 1000 °C) and brought into contact with an 
oxidizer (H2O / CO2), producing H2 / CO and returning to its initial oxidized state. This 
cyclic process presents a sustainable production pathway for green hydrogen or syngas for 
various applications. 
The state-of-the-art receiver-reactor design consists of one reactor cavity with a windowed 
aperture as an interface for concentrated solar radiation [1]. The redox material in form of 
reticulated porous ceramic elements is assembled at the inner cavity walls, allowing a direct 
irradiation. This reactor concept operates in batch mode, where the entire reactor needs to 
be cycled between reduction and oxidation conditions (temperature and pressure swing). 
The temperature increase between each oxidation and reduction step consumes a large 
fraction of the solar energy input and thereby reducing the overall process efficiency [2]. 
In order to address amongst others this limitation and to obtain a more efficient H2 / CO 

production, a novel receiver-reactor concept was proposed [3]. The main feature of the new 
R2Mx design is the spatial and technical separation of the receiver-reactor for reduction 
from the oxidation reactor (Figure 1). The redox material is mounted onto vertical transport 
units, allowing it to be moved between the hot receiver-reactor cavity for reduction and the 
colder oxidation reactor for re-oxidation and fuel production. This approach allows to have 
a continuous on-sun operation, as the receiver-reactor does not need to be cooled down for 
oxidation. Furthermore, the setup facilitates the incorporation of a heat recovery system 
between the two reaction zones to further improve the process efficiency. 
For the innovative R2Mx concept it is necessary to develop a new key component, the redox 
material assembly (RMA). An RMA primarily consists of the structured redox material and 
the thermal insulation towards the transport unit. The development of the RMA within the 
technical boundary conditions given by the R2Mx design is the main goal of this work. 
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Figure 1: MW scale vision of the R2Mx concept featuring a separated Receiver-reactor cavity for reduction and 

oxidation reactors for oxidation with several movable redox material assembly (RMA) units [3]. 

 

Methodology  

For the optimization of the RMA a numerical model is being developed. The model 
simulates the heat transfer, especially via thermal radiation, between the RMA and its 
environment and within the RMA itself. Further simulation tasks include the modeling of 
fluid dynamics and redox reactions during oxidation.  
For the R2Mx design a proof-of-concept test rig is currently in development, featuring 
separate reduction and oxidation reactors and a transport unit for moving the RMA. The test 
rig will provide experimental data to validate and improve the numerical model, allowing 
the development of an optimized RMA for solar thermochemical fuel production. 

 

Discussion  

The different boundary conditions and simulated characteristics represent the changing 
reactor environments during cyclic operation between reduction and oxidation reactor 
cavities. This allows to better understand and improve the design of the RMA and the redox 
structure. The modeling approach and simulation results will be presented and discussed. 

 

Conclusions  

It is expected, that the numerical model will help to predict and assess the performance of 
different RMA designs under cyclic operation. Based on these results, overall process 
efficiency and solar thermochemical fuel production can be optimized by utilizing an 
improved RMA design. Due to the early stage of the work no final conclusions will be 
available. 
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Introduction 

Hydrogen valleys are considered as regional ecosystems that link hydrogen production, 

transportation, and various end uses such as mobility or industrial feedstock [1].  

In the context of developing a large hydrogen economy, many barriers are identified across the 

hydrogen value chain, starting from the availability of renewable sources to the hydrogen end-

use or distribution.  

Several studies in literature [2]–[4] identify issues including policy and regulatory uncertainty, 

technological and commercial risk, production costs, lack of infrastructure, distribution and 

storage constraints,  and lack of market structure. For example, authors in [2], found that the 

Australia’s large production and cost-competitive green hydrogen will offer competitive 

advantages over the other exporters but must increase the hydrogen demand through potential 

strategic partnership in Europe nations. The development of hydrogen economy in Brazil in [3] 

underline that the government should establish long-term policy framework aimed at the 

increment of private investors, stimulating market demand, develop standards and regulations 

to eliminate market expansion barriers, and enhancing support for research and development. 

The study reported in [4] analyse the collected information by written questionnaires and 

interviews of experts of almost all European countries. Based on the survey findings, the 

recommended strategy for harnessing the potential of hydrogen involves a top-down approach. 

In this approach, stakeholders, experts, academics, and industrial leaders play a crucial role in 

communicating to decision-makers at local and national government levels the potential of 

hydrogen in the current and future energy landscape. This approach serves the dual purpose of 

facilitating greater integration of variable renewable energy sources into the energy market and 

reducing greenhouse gas emissions to enhance sustainable mobility. 

A study reported in [5] highlights the uncertainties in matching of supply-demand coordination 

that, a progressive implementation of hydrogen end-use applications, will require for hydrogen 

production, storage, transportation, and distribution across multiple sectors. 

The distribution and transportation of hydrogen pose challenges, with efficiency losses of 

approximately 42% when converting it from a gas to a liquid form [6]. Additionally, the costs 

for end users can range from 0.45 €/kg to 2.7 €/kg for gaseous hydrogen, depending on the 

transported quantity and travel distance [7]. 

A large-scale hydrogen economy evaluated in [8] analyse the highway distribution network 

among 15 production sites in Germany and the 9,683 refuelling stations planned for 

development by 2050. In addition to the economic evaluation of the optimal hydrogen energy 

carrier for transportation based on the covered distance during the transport phase, a twofold 

per day increase in trucks on the roads is identified. The study raises concerns about the 

suitability of German highway infrastructure highlighting the need to provide a dedicated 

pipeline infrastructure. 

                                                           
Corresponding author: federico.delmondo@dia.units.it 

124



    

 2 

The study presented in [9] explores various distribution methods, including pipelines and gas 

or liquid truck delivery. Results shown that gas truck delivery is well-suited for small facilities 

and limited demand, liquid delivery is optimal for transporting over long distances and for 

moderate demand, while pipeline delivery is most efficient in densely populated areas with 

high hydrogen demand. According to Yang and Ogden [9], the selection of the most 

economical supply method will be determined by the unique geographical and market 

attributes, including factors like the number of demand centers, requested demand, and market 

reach. 

From the literature analysis, it is worth noticing that a hydrogen delivery network is essential 

to match supply and demand, both within and outside a hydrogen valley, by considering 

distribution area characteristics and end-user demand. 

The North Adriatic Hydrogen Valley (NAHV) project, started in September 2023 and funded 

also by the Horizon Europe scheme, is a transnational initiative encompassing the Friuli 

Venezia Giulia region in Italy, Croatia and Slovenia. The project aims to developing 17 pilot 

projects distributed across the three territories with the goal of an annual green hydrogen 

production of at least 5000 tons per year [10]. Considering the presence of facilities of varying 

sizes within the NAHV, a management system that consider the variability in hydrogen 

production and consumption can play a crucial role in establishing a robust and optimized 

distribution system.  

The project aims to be a starting point for the development of a more extensive hydrogen 

ecosystem in the three territories. In addition, potential import and export of hydrogen could 

be consider in the future, thanks also to the strategic position of the three countries in Eastern 

Europe and with the easy access to ship trade channels.  

The establishment of hydrogen optimized distribution and supply system is essential to ensure 

a suitable economic alignment between hydrogen suppliers and consumers. Even more, in a 

long-term prospective, this will be necessary for considering the entering of other new 

hydrogen suppliers and end-users and to allow the effective and viable development of a more 

extensive hydrogen-based economy.  

To contribute to this framework this work propose the development of an advanced 

computational tool able to optimally manage the relationship between hydrogen supply and 

demand, considering the available hydrogen production, distribution and use technologies and 

their optimal integration in a hydrogen ecosystem. 

 

Methodology  

Fig. 1 represents a simplified schematic of the routes considered for the hydrogen exchange 

within the NAHV. The squares identify the location of testbed while the arrows the exchange 

of hydrogen between the facilities. Hydrogen is supposed to be transported both as liquefied or 

gas form and also the development of dedicated pipeline is considered for hydrogen 

distribution. 

Figure 1: Hydrogen exchange scheme within NAHV region. 
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This study is based on the optimization tools previously developed in [11, 12] .These tools aim 

at analysing the potential use of hydrogen for the decarbonization of industrial port areas. 

Similarly, to industrial port areas, HV can be considered as complex systems where both 

industry and mobility hydrogen demand are required. In these areas, a proper management 

system of hydrogen incoming and outgoing flows is needed to assess the optimal distribution 

for the different end users. The NAHV project encompass 17 pilot facilities distributed over 

the macro-region each with its own characteristics as for example electrolyser and storage 

capacity, and the quantities of hydrogen produced and/or consumed. A new version of model 

[11, 12] is proposed here for conducting technical and economic assessments of the hydrogen 

distribution network. A multi-objective approach is adopted through a Mixed-Integer Linear 

Programming (MILP) algorithm to concurrently optimize techno-economic and environmental 

objective functions.  

A generic testbed can encompass hydrogen production, followed by its on-site utilization (or 

distribution), or alternatively, hydrogen can be imported into the pilot facility for subsequent 

utilization, as depicted in Fig. 2. 

  

In the schematic in Fig. 2, arrows of different colour identify the flows of H2 (blue lines), 

electric power (green lines) and solar/wind power (yellow lines). Dashed lines mark the whole 

system boundaries (black dashed lines), the H2/energy user (or distribution) units (blue dashed 

lines), and the available renewable sources (yellow dashed lines). 

Figure 2: Model encompassing all the possible iterations that can occur within a 

testbed in the NAHV scenario. 
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Describing Fig.2 from the top left corner the solar and wind energy resources at the chosen 

pilot facility can be described by the Photo Voltaic (PV) power plant and Wind Turbines (WT), 

respectively.  

The energy flows for the electrolyser, when the testbed includes a hydrogen production facility, 

are managed by a management system which provides energy to the electrolyser from two 

sources: electric grid or from Renewable Energy Sources (RES) depending on its availability. 

When there is a surplus of renewable energy production, the management system either stores 

the excess energy in the battery, up to its storage capacity, or feeds it into the electric grid  

In another scenario, the hydrogen is supposed to be imported into the testbed through a pipeline 

or through a logistic hydrogen distribution network of trucks and ships. 

The H2/energy user (or distribution) units (blue dashed lines) includes the hydrogen demand 

for industries, the hydrogen demand for distribution and the hydrogen demand for transport 

sector.  

In case of hydrogen distribution, a possible gaseous to liquid transformation of hydrogen is 

considered, while, in case of hydrogen utilization in transport sector a high-pressure storage or 

a power electric generation via fuel cell is assessed. A generic NAHV testbed thus defined is 

considered and a computational tool encompassing different hydrogen production scenarios, 

storage and distribution type will be developed. The model aims to determine the technical and 

economic aspects related to the distribution infrastructure within a hydrogen facility. 

 

Discussion 
 

A computational tool of a hydrogen pilot facility could allow a better use of available renewable 

energy and reduce the effect of mismatching the supply and hydrogen demand as well as 

considering the technical and economic aspects of hydrogen distribution. 

Numerical models defining each sites of production, storage and use of hydrogen could be 

integrated into a whole hydrogen valley plants management system interconnecting all pilot 

facilities ensuring supply\demand digital infrastructure.  

The modelling and optimization approach adopted in this study is well adaptable to other 

hydrogen ecosystems with different sizes and geographical locations, making it a versatile 

computational tool for addressing the specific characteristics of different regions. 

 

Conclusions  

The Hydrogen Valleys ecosystems often cover wide geographical areas, with hydrogen 

produced in different hubs and either used on-site or distributed from production facilities.  

The North Adriatic Hydrogen Valley (NAHV) project, started in September 2023, is a 

transnational H2 valley encompassing the Friuli Venezia Giulia region in Italy, Croatia, and 

Slovenia. The project's objective is to establish 17 pilot initiatives across these territories, 

aiming to produce at least 5000 tons of green hydrogen annually. 

Within the NAHV environment, the development of an optimized hydrogen distribution and 

supply system is considered fundamental to achieve economic alignment between hydrogen 

suppliers and consumers. 

 A generic testbed is modelled by using a Mixed-Integer Linear Programming (MILP) 

algorithm system to provide the optimal match between hydrogen production (or supply) and 

demand within the pilot facility. The testbed model, defined through its own value-chain 

characteristic, is integrated inside a computational tool to assess the uncertainties in matching 

of supply-demand and to evaluate the technical and economic aspects of hydrogen distribution. 
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A computational tool including all hydrogen production, storage and use sites within a 

hydrogen valley will be developed in future to allow the definition of a digital supply/demand 

infrastructure. 

An efficient design of the hydrogen distribution network not only leads to cost reduction but 

also supports the overarching goal of reducing carbon emissions, aligning with the broader 

sustainability objectives of the hydrogen industry.  
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Introduction 

Global hydrogen demand is continuously increasing, especially in sectors such as 

transportation, steel manufacturing and minerals processing. With currently more than 95 % 

of the hydrogen produced being “grey” hydrogen from mainly coal gasification or steam 

methane reforming, producing “green” hydrogen from water electrolysis (WE) using 

renewable electricity is a crucial step on the path towards carbon neutrality.[1], [2] 

Alkaline electrolyte water electrolysis (AELWE) is the most mature electrolysis 

technology and has been employed for hydrogen production for decades. However, due to 

the long response time of the system, AELWE offers limited suitability for coupling with 

intermittent renewable energy sources. Proton exchange membrane water electrolysis 

(PEMWE) is a less mature but more advanced technology with better dynamic behaviour – 

meeting the requirements for integration into a renewable energy system. Additional 

advantages of PEMWE include higher current densities, more compact design, better 

conversion efficiencies and hydrogen purity of up to 99.999 %.[1], [2] 

The urgently required scale-up of PEMWE to gigawatt scale is limited by expensive 

cell materials and thus high investment costs. State-of-the-art (SoA) PEM electrolysers use 

perfluorosulphonated acid (PFSA) membranes paired with Pt/C and Ir/IrO2 catalysts on the 

cathode and anode, respectively. In an effort to reduce costs to < 2 €/kg H2, research is put 

into reducing the oxygen evolution reaction (OER) catalyst loading on the anode side while 

maintaining long durability, good electrical conductivity, and thus, high hydrogen 

production rates. Moreover, with current Ir loadings of 1-3 mg/cm2, the earth’s Ir availability 

could be exceeded in the near future. Regarding membranes, the trend goes towards 

developing thinner membrane materials or alternatives, such as sulphonated hydrocarbon-

based membranes, addressing environmental concerns about fluorine chemistry.[1], [2] 

Methodology  

In the course of this dissertation, a new generation of PEM electrolysis cells will be 

developed and scaled into a 5 kW stack, with the goal of increasing lifetime and reducing 

costs. This is approached by material benchmarking state-of-the-art PEMWE cell 

components and gaining an in-depth understanding of degradation mechanisms. Material 

characterisation will be done by polarisation curves, electrochemical impedance 

spectroscopy (EIS), rotating disc electrode (RDE) and SEM imaging. Further analyses of 

interactions between different cell components shall lead to identifying possible 
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performance improvement areas and developing an optimised membrane electrode 

assembly (MEA) and possible cell configurations.  

The target area of improvement is set to reduce catalyst loading – catalyst-coated 

membranes (CCM) from different manufacturing processes will be evaluated in a single-

cell test setup. Using alternative polymers, either based on hydrocarbon structure or a short 

side chain (SSC), PFSA and low-iridium catalysts for the OER will be tested. The 

optimised  single-cell configuration is scaled up to a 5 kW stack with an efficiency of 70 % 

and possible operation at an output pressure of up to 80 bar. A sophisticated testing plan for 

long-term testing and accelerated stress tests (ASTs) based on Design of Experiment (DoE) 

is developed and is applied for lifetime and state of health monitoring. 

Discussion 

In the PEM electrolysis cell, the overall reaction is split into two half-reactions: the 

oxygen evolution reaction (OER) on the anode side (eq. 1) and the hydrogen evolution 

reaction (HER) on the cathode side (eq. 2). The HER has fast reaction kinetics - SoA HER 

Pt/C catalysts perform efficiently at loadings  of 0.3 mg/cm2 and, therefore, do not represent 

a focus area of research emphasis. The OER reaction kinetics is substantially slower. The 

cathode activation is the rate-determining step and a significant contributor to the activation 

overpotential. Therefore, intensive research on OER catalysts is crucial to increase overall 

performance and decrease costs. Providing both strength and stability, SoA OER catalysts 

mostly use IrO2 at loadings of 1-3 mg/cm2, accounting for approximately 8 % of overall 

stack costs. Previously investigated low-iridium catalysts stabilised by support materials 

such as carbides, nitrides, and transition metals, such as SrIrO3, show promising mass 

activity but insufficient stability.[1], [3], [4] 

anode 𝐻2𝑂
𝐼𝑟 𝐼𝑟𝑂2⁄
→     2𝐻+ +

1

2
𝑂2 + 2𝑒

− 

2𝐻+ + 2𝑒−
𝑃𝑡 𝐶⁄
→  𝐻2 

𝐻2𝑂 →𝐻2 +
1

2
𝑂2 

(eq. 1) 

cathode (eq. 2) 

total (eq. 3) 

The solid electrolyte (membrane) separates the OER from the HER – protons from 

decomposed water molecules at the anode migrate through the membrane to the cathode, 

where they are reduced to hydrogen. Thinner membranes have lower ohmic losses and, thus, 

are more efficient. However, with decreasing membrane thickness, hydrogen crossover 

increases. Crossover provides a substantial safety risk and leads to the formation of peroxide 

and free radicals. It creates a potentially explosive environment and damage delt by 

peroxides and radicals could require replacing the whole stack prematurely resulting in 

drastically higher overall system costs.  PFSA membranes can be classified as long side 

chain (LSC) and short side chain (SSC). SoA membranes are LSC, such as Nafion. 

However, SSC provide the advantage of decreasing the polymer’s equivalent weight at the 

same number of ion conducting units, resulting in a better ion exchange capacity. At the 

same time, improved mechanical stability leads to less hydrogen crossover and overall 

improved lifetime. A typical SSC PEM in fuel cells is Aquivion, showing improved 

hydrogen crossover and even allowing operating temperatures above 90 °C. PFSA 

membranes account for approximately 5 % of overall stack costs.[1], [2], [5] 
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Conclusions  

SoA PEM electrolysers operate at current densities of up to 3 A/cm2 for an expected 

ideal lifetime up to 100.000 h. Their short response time enables an integration into 

intermittent renewable energy sources. However, intermittent energy supply accelerates 

degradation, such as membrane thinning and dissolution of the OER catalyst. Ir loadings are 

targeted to well below 1 mg/cm², stressing again the need to develop mechanically stable 

low-iridium catalysts. Conventional LSC PFSA membranes are prone to membrane thinning 

and hydrogen crossover, proposing a substantial safety risk and driving up overall system 

costs due to insufficient lifetime. Promising membrane types are SSC PFSA, which are less 

prone to hydrogen crossover. To achieve the production cost target of < 2 €/kg H2, it is 

crucial to put research emphasis on reducing the OER catalyst loading and increasing overall 

lifetime by improving the membrane.[1]–[5] 
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Introduction 

 

A hydrogen refueling station (HRS) is a complex unit consisting of various devices that interact 

with each other and simultaneously have significant interactions with the external atmosphere 

and environmental influences. The fundamental risks of HRS include burning, fire, explosion, 

overpressure, temperature risk, hydrogen flow, and possible adverse effects on human health 

from close contact or exposure. It must incorporate measurement techniques to lower the risk 

of fire, explosion, deflagration, and pressure waves to a manageable level. Several regulations, 

codes, and standards apply to the design, construction, and operation of hydrogen refueling 

stations, constantly being updated, and revised as new technologies and practices emerge. 

Overall, to enhance safety and ensure the proper application of the fueling protocol, several 

technology solutions are necessary to monitor the total process status data of the HRS. 

Statistical process control (SPC) is a set of statistical tools and techniques to monitor and 

control industrial processes. A digital twin (DT) is one type of SPC that can improve process 

efficiency, increase productivity, and improve quality control of industries[1, 2]. It can be 

defined as a virtual dynamic representation of a physical space connected to it over the entire 

lifecycle for bidirectional information and data exchange. The physical space automatically 

transfers information to the virtual space during the whole process lifecycle. The virtual space 

instead identifies the improvements, control demands, or predictions and sends them back the 

data to the real space for improvements; data exchange is an automatic process. A digital twin 

provides live or near real-time information to proactively improve, optimize, and transform the 

process operation using emerging technologies like the Internet of Things (IoT), Big Data, edge 

computing, machine learning, and predictive analytics. In tackling the challenges of HRS, a 

DT would be an appropriate solution to optimize and validate the process management of 

hydrogen fueling stations. It will help with HRS real-time monitoring, leakage detection, future 

condition prediction, optimization, indirect carbon emissions reductions, and maintenance. 

HRS is the real space for this project, and the IoT, software simulation, data analytics, and data 

cloud are the virtual space [3, 4]. Different types of sensors are deployed on the physical space 

(HRS) for the various parameters for the comprehensive information, such as ambient 

temperature, hydrogen fuel temperature, pressure, and vehicle tank fuel temperature. All the 

information is sent to the virtual space through the data cloud to analyze the performance issues 

and generate possible improvements in data, for instance, maintenance, leak detection, and 

indirect carbon emissions reductions. Virtual space can give feedback data on the demand for 

physical space. Digital twins for hydrogen refueling stations are shown in Figure 1. 

This analytical overview is the initial study in developing the digital sensors twin for the 

hydrogen refueling station. The research includes a comprehensive analysis of the current 

literature, refueling protocol, standards, mathematical model, simulation model, and trends in 

digital twins and H2 technologies. Furthermore, this study has explored the various HRS 

attributes, such as leakage, temperature, pressure, and hydrogen flow, and identified different 

use cases of the hydrogen fuel station to build a digital sensor twin. Various real gas equations, 

such as the Van der Waals and Able-Noble equation of state (EOS), are applied to analyze the 

key factors and parameters affecting hydrogen and the MATLAB simulation model to validate 
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the key elements and parameters. This study also focuses on identifying and addressing 

research gaps in hydrogen technology, contributing to advancing hydrogen infrastructure, and 

supporting the global transition to cleaner energy solutions. The many forms of analytical 

questions that will emerge from this research are as follows: 

• How can digital twin technology be an effective solution for hydrogen refueling stations 

(HRS) to enhance safety, efficiency, and overall operation? 

• What is the appropriate gas equation to analyze the H2 in a refueling station? 

• What would be the optimal use case for the DT? 

 
 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Digital sensor twin for hydrogen applications. 
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Methodology  

Based on the standards SAE J2601 [5] and ISO 19880-1:2020 [6], the Fueling protocol process 

limits for light-duty vehicle dispensing systems. During the fueling process, the dispensing 

system shall meet the following fueling protocol limits or terminate the fueling within 5 

seconds. There are some selected use cases, and their protocol limits are discussed below in 

Table 1. 
 
Table 1: Selected use case for the digital twin. 

 
Sensor's name Criteria Fuelling limits 

Temperature 1. Ambient temperature 

sensor  

Ambient temperature/ 

environmental 

temperature of the 

operation 

-40 °C< tamb < 50 °C 

  

Pressure 

2. Pressure Sensor (p1) The dispenser fuel 

pressure 

70 MPa < p1 <87.5 MPa 

3. Pressure Sensor (p2) Vehicle tank starting 

pressure monitoring 

<0.5 MPa < p2 < 35MPa  

4. Pressure Sensor (p3) Vehicle tank starting 

pressure monitoring 

<0.5 MPa <p3 < 70 MPa  

Temperature 5. Temperature sensor (t1) Fuel delivery 

temperature (at the 

dispenser breakaway) 

-40 ℃ < t1 < -17.5 ℃ 

 
6. Temperature sensor (t2) Vehicles Compressed 

Hydrogen Storages 

System (CHSS) 

Temperature  

 t2 < 85 °C 

  

Gas flow 7. Flow meter (qH2) Fuel flow rate (mass 

flow rate) 

qH2 < 60 g/s 

 
 

Analyzing hydrogen flow and its thermodynamic behavior is essential for validating simulation 

models and ensuring compliance with H2 fueling standards. The laws of thermodynamics 

dictate that as hydrogen gas is compressed, it gains thermal energy and warms up, and 

conversely, it cools down upon release. The significant feature of compressed hydrogen is that 

it is stored as energy; therefore, instead of being an ideal gas, hydrogen must be handled as a 

real gas. The following is the Van der Waals [7] is considered more applied for the real gas in 

equation (1): 

 

(𝑝 + 𝑎 (
𝑛

𝑉
)

2
) (𝑉 − 𝑛 𝑏) =   𝑛𝑅𝑇                               (1) 

 

Where pressure p / Pa, molar amount n / mol, volume V / m³, temperature T / K, and the vdW-

parameters a / bar·L2/mol2 and b/ L/mol   

These alternative equations often account for complexities that the vdW equation doesn't fully 

address, especially at extreme conditions or for specific gases. Examples Noble-Abel, I. A. 

Johnston [8] published 2005 the Able-Noble equation; this equation is used for real-gas 
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considerations in hydrogen technologies, e. g. D. Molkov [9, 10]. These equations are crucial 

in accurately predicting and analyzing hydrogen behavior in different scenarios, aiding 

advancements in hydrogen-related technologies and applications. The Noble-Abel equation of 

state has already been defined in the introduction as (2): 

 

𝑝 = 𝑍𝜌𝑅𝐻2                                                          (2) 

Where p is the gas pressure in Pa, RH2 is the specific hydrogen gas constant = 4124.3
𝐽

𝑘𝑔 𝐾
 

Z the compressibility factor, Z is calculated with equation (3) 
 

𝑍 =
1

1−𝑏𝜌
                                                              (3) 

Where b is the co-volume 7.69 · 10-3 m³/kg [10]. 
 

Discussion  

Different major thermodynamic events cause a fast temperature to rise during filling. Figure 2 

(a & b) shows the temperature and the pressure range; Figure 3 (a & b) shows an operating 

window for the dispensing unit and CHSS based on the vDW. 

 

  

                                   (a)                                                                          (b) 

 

  

  
Figure 2: Temperature & pressure range based on vDW equation (a) dispensing unit (b) CHSS. 
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                                      (c)                                                                           (d) 
  

Figure 3: Calculated Operating limits based on vDW (c) dispensing unit (d) CHSS. 

 

 
Figure 4: Results from the MATLAB simulation. 

According to the Van der Waals equation, the 2a for dispensing unit temperature ranges from 

233.15 K to 256.15 K; the computed maximum pressure is 884.71 bar, whereas ISO and SAE 

require 875 bar. Likewise, the highest estimated temperature is 257.60 K, whereas the pressure 

range was between 700 and 875 bars. The estimated minimal temperature was substantially 

less than the ISO and SAE standards (233.15 K). Besides in 2b, the predicted maximum 

pressure for the 350 bar light cars was 375.5 bar, with the selected temperature range of 233.15 

K to 358.15 K. Nevertheless, the highest temperature calculated output was 333.43 K, although 
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it is advised that it be 358.15 K; the pressure range was chosen to be 5 bars to 350 bars. In 

Figure 5, the hydrogen fueling process in the CHSS MATLAB simulation, the initial pressure 

was 100 bar, which significantly increased to 745 bar post-fueling. The temperature during this 

process peaked at 341.75 K. The mass flow rate of hydrogen varied from 35 g/s to 18 g/s during 

the fueling, with a notable decrease as the pressure increased. The total amount of hydrogen 

fueled amounted to approximately 5.5 kg. This research demonstrates temperature and pressure 

analysis based on vDW for H2 as real gas, where for vDW and MATLAB simulation, CHSS 

pressure was considered 350 bar and 700 bar. Although this estimation is not optimal for 

hydrogen fueling stations; for more appropriate results in the future, this study will use the 

Abole Nobel equation by considering molecular size, shape, and intermolecular forces. Above 

all, the graphical visualization and the vDW and MATLAB simulation yield similar results for 

temperature and pressure rising, which could be an optimal use case for the digital twin. 

 

Conclusions 

In summary, this analytical study initiates the development of a digital twin of hydrogen fueling 

station. The existing literature, refueling protocols, and mathematical and simulation models 

were thoroughly analyzed to accomplish these studies. Real gas equations like the Van der 

Waals equations were employed to analyze hydrogen behavior and investigate critical factors 

and parameters. The MATLAB simulation model was used to validate these essential 

parameters. This study has focused on current knowledge and the research gaps within 

hydrogen technology for further advancements in hydrogen infrastructure. Further analysis will 

apply the Abel-Noble alternative real gas equation to analyze hydrogen-associated parameters 

precisely. These parameters will be subsequently validated through MATLAB simulations 

based on P&ID. Overall, this project aims to assist in the creation of a robust and reliable digital 

twin for hydrogen applications, promoting the widespread adoption of hydrogen fuel as a 

sustainable alternative energy.  
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Introduction 

 

Despite global warming becoming a central topic for the scientific community, the persistent 

massive use of fossil fuels for power generation leaves room for uncertainty regarding the 

future energy policies of nations. However, the interest in using hydrogen as an energy 

carrier is increasing, paving the way for future scenarios in which it could play a significant 

role in daily life. Nevertheless, decarbonization objectives leave no room for fossil fuels, 

thus making the production of hydrogen from renewable energy sources (green hydrogen) 

the only conceivable solution. In particular, alkaline electrolysis is the prevailing technology 

for green hydrogen production due to its maturity.  

Several models for simulating the operation of alkaline electrolyzers are available in the 

literature [1]–[4]. However, these models do not take into account that the performance of 

real electrolyzers can be compromised by malfunctions and failures. Until now, the 

industrial use of alkaline electrolyzers has been limited to stationary applications (e.g., 

chemical industry and jewelry production). However, today, the energy and industrial 

landscape are undergoing a radical transformation due to a massive integration of renewable 

energy sources. This results in a significant variation in the operating conditions of alkaline 

electrolyzers, making them more susceptible to fluctuations, transient operation, shutdowns, 

and, consequently, degradation and reduced lifespan. For these reasons, companies like 

McPhy Energy [5], which co-funds this doctoral project, shifted their focus towards the 

dynamic modeling of electrolyzers that will enable more reliable monitoring of electrolyzer 

performance to optimize their efficiency and lifespan. 

The main objectives of this study are: 

• Development of a transient model for an electrolyzer of interest. 

• The development of a fault detection and identification algorithm based on the 

developed model. 

• The application of the diagnostic tool to real case applications. 

 

Methodology  

This research project started with the Matlab modeling of a 3MW alkaline electrolyzer, 

using the study by Sakas et al. [6] as a reference. However, in this model, an ON-OFF 

temperature control to prevent overheating of the stack, and an ON-OFF liquid level control 

to prevent excessive filling or emptying of gas-liquid separators were integrated. In Fig.1 

there is a schematic representation of the model [7].  

This model, similar to those found in the literature, simulates the ideal behavior of an 

alkaline electrolyzer. However, real electrolyzers, like any complex technological system, 

are liable to failures and malfunctions that necessitate corrective actions by operators. For 
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this reason, the above-mentioned model will be scaled and adapted by considering a McPhy 

Piel H-15 Hydrogen Generator. The main characteristics of this electrolyzer are provided in 

Table 1.  

The stack modeling will be implemented using the MATLAB/Simulink software [8], and 

the curve fitting of the parameters of the electrochemical model will be done according to 

[1]. Subsequently, the dynamic modeling of the electrolyzer will be carried out in 

MATLAB/Simscape using parameters from a real device. Finally, the model will be 

validated against measured data. 

In Fig.2 and Fig.3 a draft of the stack model and electrolyzer model, respectively, is done. 

At the end of the modeling phase, the validated model will serve as a basis for the application 

of machine learning principles to detect and identify potential faults of a real machine. To 

this purpose, data collected from the electrolyzer sensors will be used to train machine 

learning models, such as artificial neural networks and regression algorithms, to identify 

patterns associated with faults. 

Once “instructed”, these models can be used for real-time monitoring of the electrolyzer 

performance. 

 

Expected results 

The aim of this study is to obtain a dynamic model that accurately simulates the behavior of 

an alkaline electrolyzer. Initially, the modeling will be conducted using a McPhy Piel H-15 

machine as a reference, and subsequently, the model will be adaptable to different-sized 

machines. 

Furthermore, the application of machine learning models for the analysis and interpretation 

of data collected from alkaline electrolyzers will offer a promising solution to enhance 

Pressure  

[bar] 

Hydrogen 

production nominal 

flowrate [Nm3/h] 

Oxygen production 

nominal flowrate 

[Nm3/h] 

Nominal power 

[kW] 

8 10 5 60 

Figure 1: Alkaline water electrolyzer plant process diagram [7]. 

Table 1: McPhy Piel H-15 Hydrogen Generator operating parameters. 
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prediction accuracy and strengthen the performance monitoring of alkaline electrolyzers, 

enabling timely corrective maintenance, and, thus, ensuring extended durability and 

reliability of the electrolyzer. 

 

 

Figure 2: MATLAB/Simulink stack model. 
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Figure 3: MATLAB/Simscape electrolyzer model. 
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Introduction

Electrochemical hydrogen compressors (EHC) have the potential to overcome current drawbacks of
established mechanical compression technologies regarding noise, vibrations, gas quality and energy de-
mand for low input pressures [4, 10]. Nevertheless, significant hydrogen back-permeation at elevated
pressure gradients and uneven humidification of the membrane remain major challenges reducing the
overall efficiency of the EHC [3, 9] This research aims to define appropriate operating conditions for
electrochemical compressors and separators by means of 0D-electrochemical and computational fluid dy-
namics (CFD) simulations. In addition, the simulation results will be validated via extensive testing on
a developed single-cell and short-stack testbench. Various materials (membranes, gas diffusion layers,
catalysts) and cell designs shall be investigated to tackle current limitations of the technology [1, 6]. The
main advantages and drawbacks of the technology are summarized in Table 1.

Table 1: Advantages and drawbacks of EHC-technology from current perspective [1, 2, 5, 6, 7, 10]

Advantages Drawbacks

Noise and vibration-free operation, enables hydro-
gen refueling stations in populous urban areas

TRL for industrial scale systems is generally low
(5−7)

Simple structure and generally low maintenance
efforts compared to mechanical compressors

Significant back-permeation of hydrogen at high
differential pressures

No lubricants required and no risk of correspond-
ing impurities entering the product gas

No educt or product water and hence critical water
management to ensure a durable & efficient oper-
ation

High efficiencies and less required stages for low
input pressures (< 3 kWh/kg for compression from
1 to 100 bar)

Low efficiencies (> 6 kWh/kg) in unsuitable oper-
ating ranges (low humidity, high current densities)

Modular and flexible technology, can be stepwise
extended starting with a small system until reach-
ing the final design throughput

Due to low current densities for high efficiencies,
big footprints and high number of stacks required
for high throughput

Possible purification of gas mixtures or hydrogen
transported in repurposed natural gas grid

Sensitive to specific critical impurities in gas mix-
tures (CO,CO2, H2S,HCl)

Manufacturing and research synergies with elec-
trolysers and fuel cells

Current costs for high flow rates due to high mem-
brane costs generally high

∗Corresponding author: richter@hycenta.at
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Methodology

This work covers the entire development process of an electrochemical hydrogen compressor. A 0D-
thermodynamical simulation model was built up to perform a general benchmarking of the technology
and investigate cell overvoltage shares. By carrying out 3D-CFD simulations of the anode of the cell,
special focus is set on the humidification and water management of the cell. The boundary conditions
(BC) for the 3D-CFD-model implemented in ANSYS Fluent are illustrated in Figure 1.

Figure 1: Boundary conditions for 3D-CFD-model of EHC-anode

The cell layers, material data and geometries are identical to the single-cell prototype with a circular
active area of 20 cm2, shown in Figure 2a. Hyperstochiometric saturated hydrogen is supplied at the
anode inlet and distributed over the active area via expanded Ti meshes, a sintered Ti gas diffusion
layer (GDL) and a carbon based microporous layer (MPL). The membrane electrode assembly (MEA)
comprises Nafion®117 with a symmetric coating of 0.55 mg Pt/cm2. The relevant mass flows through
the membrane including protonic transport ṁH2,EC , H2 back-permeation ṁH2,perm, electroosmotic drag
ṁH2O,EOD and H2O back-diffusion ṁH2O,diff are implemented via sources and sinks in the catalyst layer
of the model. Due to the high pressure and oversaturated conditions on the cathode side, liquid water is
present there and a water content of the MEA λcat of 22 is assumed acc. to [11]. If the MEA is in contact
with saturated gas, the maximum value corresponds to 14. The influences of operating temperature and
stochiometric ratio on cell voltage Ucell, water content of the MEA, faraday efficiency ηF and isothermic
efficiency ηT are investigated by a variation of Tin between 60 and 90 °C and the stochiometric ratio λ
between 1.5 and 20. Faraday and isothermic efficiency for the EHC are defined acc. to Equation 1 and
Equation 2, respectively.

ηF =
ṅH2,net

ṅH2,EC
=
ṅH2,EC − ṅH2,perm

ṅH2,EC
(1)

ηT =
wideal

wactual
=
ṅH2,netRT ln pcat

pan

Ucell(2FṅH2,EC)
(2)

In addition to the theoretical assessment, the single-cell prototype will be tested on the developed
testbench shown in Figure 2b. On the anode supply side, hydrogen is humidified in a heated bubbler
before entering the cell. Humidity, pressure and temperature of the anode inlet and outlet are measured.
The anode outlet gas is further passing a condensate filter and silica gel before entering the vent line.
On the high-pressure side, the desired output pressure is set via a back-pressure regulator. The com-
pressed hydrogen flow is measured downstream at atmospheric pressure. The testbench further features
a connection to the existing gas analysis laboratory at the facilities of HyCentA. With the available mass-
spectrometry (MS) and the Fourier-transform infrared spectroscopy (FTIR), a comprehensive impurity
analysis with detection limits of single-digit ppb-values is applicable. This is of major importance for the
scheduled test runs with mixed gases (including N2, CH4 and natural gas).

2
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(a) (b)

Figure 2: EHC single-cell prototype (a) and testbed for single-cell and short stack testing (b)

Discussion

The obtained results of the 3D-CFD simulations are discussed in the following. In Figure 3a, the
required stochiometric ratio for a complete humidification of the membrane is depicted for various tem-
peratures, considering an electroosmotic drag coefficient of 0.9 [9]. At atmospheric pressure, λ of 0.7 to
13 are required to absorb sufficient water in the humidified gas stream. At common output pressures
of electrolysers >30 bar, λ of 80−480 would be required if the humidification is exclusively realised via
the input gas stream. At higher temperatures, a significantly higher amount of water can be transported
into the cell leading to a higher water content of the membrane, compare Figure 3b. Nevertheless, at
T=90°C and λ=1.5, some parts of the anode side suffer from hydrogen depletion resulting in a lower
water absorption capacity. This leads to an oversaturation and condensation of the water vapor at the
edges of the active area.

Insufficient humidification at lower λ and T results in high cell voltages, shown in Figure 4. Especially
below 70°C, the voltage increases disproportionately with higher current densities >0.3 A/cm2 and lower
λ. In contrast, the voltage increase is relatively independent from λ for T=80−90°C. The resulting
voltages at higher current densities are generally very high in relation to the theoretically required Nernst
voltages. Dehumidification, poor electrical conductivity or too thick membranes are the dominant factors

(a) (b)

Figure 3: Required stochiometric ratios λ for electroosmotic drag at i = 0.66 A/cm2 (a) and anodic water
content of MEA for compression of 1 to 100 bar at T = 60°C and T = 90°C and different λ.
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Figure 4: Simulation results for cell voltages for a compression ratio π=100 over current density i as
function of gas temperature T and stochiometric ratio λ. The relative voltages compared to a compression
ratio π=50 are depicted on the secondary y-axis.

for these overvoltages. However, the results are comparable to the experimental results in literature [8].
In Figure 5, the corresponding isothermic efficiencies are plotted for a compression of 1 to 100 bar

(π=100) and related to a compression to 50 bar (π=50). The dashed vertical line at 0.16 A/cm2 separates
the areas where the back-diffusion coefficient D or the membrane resistance R are the dominant factors for
the EHC-performance. In the very low range, the back-diffusion, illustrated in Figure 6a, is dominating for
high temperatures and thus the efficiency for a compression to 100 bar drops to 50−85% of a compression
to 50 bar. Nevertheless, over 0.4 A/cm2 the performance of a compression to 100 bar is superior, regardless
of temperature or stochiometric ratio. The occurring membrane resistance could be reduced by thinner
membranes, as long as they withstand the targeted pressure difference, and an improved humidification.

Figure 5: Simulated isothermic efficiencies for a compression ratio π=100 and relative values compared
to π=50 as function of gas temperature T and stochiometric ratio λ.
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(a) (b)

Figure 6: Calculated faraday efficiencies as function of gas temperature T and compression ratio π (a).
The resulting required number of EHC stacks for compression of ṁH2

= 1000 kg/d depending on active
area, current density i and number of cells per stack are shown in (b).

Compared to electrolysis cells and fuel cells, the achievable efficiencies drop even more with increasing
current densities due to the one order of magnitude lower Nernst voltage of the EHC. Consequently, EHC
cells should be operated at low current densities or high efforts have to be made to significantly reduce
inner cell resistances for higher current density operations.

Sdanghi et al. found out that electrochemical compressors are already very cost competitive at low flow
rates and low-pressure applications up to 100 bar with investment costs of <1700 $/(kg/d) compared
to 2300 $/(kg/d) for mechanical compressors [10]. However, for higher flow rates the current density
limitations for an efficient operation lead to a high number of stacks and thus high investment costs. In
Figure 6b, the required number of EHC-stacks for compressing 1000 kg H2/d is shown as function of
the active area, the number of cells per stack and the current density i. With an active area of 0.28 m2

(d = 60 cm), 25 cells per stack and 0.2 A/cm2 88 stacks are required. The resulting energy demand for
a compression from 1 to 100 bar amounts to 3 kWh/kg. Increasing the current density of these stacks to
0.5 A/cm2 leads to a reduction to 33 stacks, but an energy demand increase to roughly 7.5 kWh/kg.

Conclusions

A broad roll-out of the electrochemical hydrogen compression technology requires addressing numerous
research questions. Based on the conducted technology evaluation via 3D-CFD-simulations, literature
research and initial proof-of-concept tests with the single-cell prototype, the following research priorities
are derived. These tasks will be tackled within the progression of the research projects.

• Investigation of suitable anode flow-field designs in order to enable a homogeneous humidification
of the membrane (defined flow-fields vs. expanded metal mesh).

• Applicable humidification concepts for different input pressures including exclusive humidification
via humidified input gas stream and direct injection of liquid water.

• Development of advanced membranes for EHC-applications to enhance the water retention and
lower the diffusivity for reduced hydrogen back-permeation. Further, thinner but durable mem-
branes are beneficial to reduce the ohmic resistance of the cell and improve overall efficiencies.

• Coating of cell components (GDL, MPL, bipolar plates) with highly conductive materials (e.g. TiN)
and reduction of individual component layers to minimize contact areas and resistances.

• Reduce Pt-content and hence costs and environmental footprint, without significantly affecting the
overall performance.
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• Suitable selection of catalysts for purification purposes with similar performance to Pt but lower
vulnerability to sulphuric and chloride compounds as well as CO.

• Identification of beneficial operating modes to enable a long-term durability of the MEAs and
achieve high compression and purification efficiencies.

• Better understanding of the transport mechanisms within the cell by means of single-cell tests with
electrochemical impedance spectroscopy (EIS)-measurements and segmented cell testing devices.
The segmented cell measurement enables detections of local gas starvation phenomena and thus
high occurring voltages. These high voltages may lead to carbon corrosion effects.

• Development of multi-stage design, durable sealing solutions and operation concept for high-pressure
operation of several hundred bars.

• Techno-economic and environmental assessment of most promising EHC application scenarios.
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Introduction 

In 2019, the European Commission presented a road map to make Europe the first climate-

neutral continent by 2050. To comply with this constraint, the transition toward low/zero-

carbon fuels is necessary[1]. Great attention is given to the hydrogen that plays a key role 

in sectors that are hard to decarbonize such as heavy industry, shipping, aviation and heavy 

transport sectors. Hydrogen is a very versatile gas because it can store large volumes of 

energy for a long time and work with the electricity grid to cope with the intermittence of 

renewable energy sources such as wind and solar. However, this energy carrier must be 

produced. The H2 production methods, based on fossil fuels, are economically advantageous 

thanks to scale economies and reasonable fossil fuel prices, but they cause tons of CO2 

emissions. On the other hand, water electrolysis technology (if powered by renewable 

electricity) is considered the alternative solution to produce green hydrogen. Depending on 

the electrolyte, the operating temperatures and pressures, different types of electrolyzers are 

distinguished: the Anion Exchange Membrane Water Electrolyzers (AEMWE), the Alkaline 

Water Electrolyzers (AWE), the Proton Exchange Membrane Water Electrolyzers 

(PEMWE), the Solid Oxide Electrolyzers Cell (SOEC) and the Proton Conducting Ceramic 

Electrolyzers (PCCEL). AEMWE is still in the early research and development stage. It 

operates in an alkaline medium by allowing the use of low-cost transition metal catalysts. 

AWE is widely employed in industry due to its commercial maturity, despite it works at low 

current density and low operating temperature. PEMWE operates at low temperatures and 

works at a high power density. It is used for small-scale applications. The SOEC technology 

is the least mature. Currently, this electrolyzer is only demonstrated on a laboratory scale, 

although some current demonstration projects have already reached 1 MW. SOEC operates 

at higher temperatures that allow to improve the efficiency of the cell but cause premature 

degradation of the stack. Finally, PCCEL is a novel technology that works at intermediate 

operating temperatures with good efficiency [2]–[4]. In order to support the exploitation of 

hydrogen production from the electrolysis process, it is important to analyze the economic 

feasibility of these technologies. In this paper, an economic assessment of the AWE, the 

PEMWE and the SOEC technologies is carried out by estimating the levelized cost of 

hydrogen (LCOH) in different time scenarios (2023-2050).  

 

Methodology  

The evaluation of LCOH for the AWE, the PEMWE and the SOEC electrolyzers is carried 

out by applying Eq. 1, as suggested in ref. [5]. 

 

 
 Corresponding author: fabiana.romano001@studenti.uniparthenope.it  

149



      

 2 

𝐿𝐶𝑂𝐻 =
𝐶𝑅𝐹 ∙ (𝐶𝐹𝐶 +  ∑ 𝐶𝑂&𝑀,𝑛,𝑎𝑛𝑛𝑢𝑎𝑙𝑖𝑧𝑒𝑑 + ∑ 𝐶𝑟𝑒𝑝,𝑡,𝑎𝑛𝑛𝑢𝑎𝑙𝑖𝑧𝑒𝑑

𝑁−1
𝑛=𝑡 − ∑ 𝑅𝑂2,𝑛,𝑎𝑛𝑛𝑢𝑎𝑙𝑖𝑧𝑒𝑑)𝑁−1

𝑛=0
𝑁−1
𝑛=0

𝑚 𝐻2,𝑎𝑛𝑛𝑢𝑎𝑙

  (1) 

 

where 𝐶𝑅𝐹 is the capital recovery factor expressed as a function of the real interest rate (𝐼𝑟) 

and the lifetime (𝑁) of the electrolysis system. It is calculated as in the Eq. 2 [5]. 

  

𝐶𝑅𝐹 =
𝐼 𝑟 ∙ (1 + 𝐼 𝑟)𝑁

(1 + 𝐼 𝑟)𝑁 − 1
  (2) 

 

In this study, 𝐶𝑅𝐹, based on 𝑁 and 𝐼𝑟 equal to 20 years and 1%, respectively, is 0.06. In Eq. 

1 the terms 𝐶𝐹𝐶, 𝐶𝑂&𝑀,𝑛,𝑎𝑛𝑛𝑢𝑎𝑙𝑖𝑧𝑒𝑑 and 𝐶𝑟𝑒𝑝,𝑡,𝑎𝑛𝑛𝑢𝑎𝑙𝑖𝑧𝑒𝑑 are the total fixed capital cost, the 

annual present values of the operating and maintenance (O&M) costs and the annual present 

values of the replacement costs, respectively. It is important to note that the annualization 

of the replacement costs is carried out by assuming t as the years in which the replacement 

of components is suggested. Moreover, 𝑅𝑂2,n,annualized is the revenue obtained from selling 

oxygen and the 𝑚 𝐻2,𝑎𝑛𝑛𝑢𝑎𝑙  is the annual hydrogen production. The total fixed capital cost 

is the total cost of the system ready for the start-up. This means that, to estimate this cost, it 

is needed to consider the capital expenditures (𝐶𝐴𝑃𝐸𝑋) of electrolysis system and the other 

costs related to all technical and engineering equipment such as equipment erection, piping, 

instrumentation and control, electrical, civil, structures and buildings, lagging, paint, 

materials, offsites, contingencies, design and engineering. Thus, 𝐶𝐹𝐶 is given as a function 

of CAPEX and the other costs expressed as factors of the equipment costs. Taking into 

account the estimation method of Sinnott and Towler [6], it is calculated as in Eq. 3. 
 

𝐶𝐹𝐶 = 𝐶𝐴𝑃𝐸𝑋 · ∑ 𝑐𝑜𝑠𝑡 𝑓𝑎𝑐𝑡𝑜𝑟𝑠 (3) 

 

As suggested in ref. [6], the total cost factors for this kind of technology can be assumed 

equal to 6.8. To estimate 𝐶𝑂&𝑀,𝑛,𝑎𝑛𝑛𝑢𝑎𝑙𝑖𝑧𝑒𝑑, 𝐶𝑟𝑒𝑝,𝑡,𝑎𝑛𝑛𝑢𝑎𝑙𝑖𝑧𝑒𝑑 and 𝑅𝑂2,n,annualized, the 

following Eq. 4-6 are applied [5]: 
 

𝐶𝑂&𝑀,𝑛,𝑎𝑛𝑛𝑢𝑎𝑙𝑖𝑧𝑒𝑑 =
𝐶𝑂&𝑀

(1 + 𝐼𝑟)𝑛
 (4) 

𝐶𝑟𝑒𝑝,𝑡,𝑎𝑛𝑛𝑢𝑎𝑙𝑖𝑧𝑒𝑑 =
𝐶𝑟𝑒𝑝

(1 + 𝐼𝑟)𝑡
 (5) 

𝑅 𝑂2,𝑛,𝑎𝑛𝑛𝑢𝑎𝑙𝑖𝑧𝑒𝑑 =
𝑝𝑂2 ∙ 𝑚𝑂2,𝑛

(1 + 𝐼𝑟)𝑛
 (6) 

 

𝐶𝑂&𝑀, 𝐶𝑟𝑒𝑝, 𝑝𝑂2 and 𝑚𝑂2,𝑛 are the annual O&M costs, the replacement costs, the specific 

price of the sold oxygen and the annual amount of the produced oxygen, respectively. In 

Table 1 are reported the parameters used to calculate these costs and revenues.  
 

Table 1. Input data applied for the selected electrolyzers in the 2023-2050 scenarios. 

Parameters  Value Ref. 

Time Scenario 2023 2050  

O&M costs   

Electrolyzer 3% of 𝐶𝐹𝐶/y  3% of 𝐶𝐹𝐶/y [7] 

BoP 3% of 𝐶𝐹𝐶/y 3% of 𝐶𝐹𝐶/y [7] 

Deionized Water 0.01 €/kg 0.01 €/kg [8] 
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Electricity* 100 €/MWh (EU) 70 €/MWh (EU) [9], [10] 

Salary** 33,649 € full-time 33,649 € full-time [8] 

Replacement costs   

Electrolyzer replacement 35% of 𝐶𝐴𝑃𝐸𝑋/y 35% of 𝐶𝐴𝑃𝐸𝑋/y [7] 

Revenue    

Oxygen sold  0.13 €/m3 0.13 €/m3  

*The electrolyzers are connected to the grid. 

**The labor cost is calculated based on the assumption that one full-time worker is employed. 

 

In order to calculate LCOH, the techno-economic data of the selected electrolysis system 

are taken from IRENA [11]. These data are summarized in Table 2. 
 

Table 2. The techno-economic data of electrolyzers in the 2020-2050 scenarios [11]. 

Parameters (average values) AWE  PEMWE  SOEC  

Time Scenario 2020 2050 2020 2050 2020 2050 

Stack unit size (MW) 1 10  1  10 0.005* 0.2 

Stack Electrical consumption (kWh/kg H2) 56.5 42 56.5 42 42.5 35 

System Electrical consumption (kWh/kg H2) 64.0 45 66.5 45 45.0 40 

H2 production (kg/h) 17.7 23.8 17.7 23.8 23.5 28.6 

O2 production (kg/h) 142.0 190.0 142.0 190.0 188.0 229.0 

H2O utilization (kg/h) 177.0 238.1 177.0 238.1 235.3 285.7 

Stack CAPEX (€/kW) 248.4 92.0 368.0 92.0 1,840** 184.0 

System CAPEX (€/kW) 441.6 92.0 598.0 92.0 - 92.0 

* This size is not significant on an industrial scale, but currently, these data are only available.  

** The CAPEX of the SOEC system is not reported by IRENA; for this reason, in this study, the analysis is 

carried out by considering only the CAPEX of the SOEC stack.  

 

Since CAPEX is referred to 2020, the conversion factor inherent to Chemical Engineering 

Plant Cost Indices (𝐶𝐸𝑃𝐶𝐼) is applied, as illustrated in eq. 7. [12] 
 

𝐶𝐹𝐶,2022 = 𝐶𝐹𝐶,2020 ·  
𝐶𝐸𝑃𝐶𝐼2022

𝐶𝐸𝑃𝐶𝐼2020

 (7) 

 

The values of CEPCI 2022 and CEPCI 2020 are equal to 813.0 and 596.2, respectively [13]. 

According to these data, the terms of these equations are calculated, as summarized in Table 

2.  

 
Table 2. The total costs and revenue of electrolyzers in the current and future scenario. 

Parameters AWE PEMWE SOEC 

Time Scenario (y) 2023 2050 2023 2050 2023 2050 

CFC (k€) 6,404.8 1,252.5 8,966.4 1,252.5 17,078.9 1,878.7 

C
O&M, annualized  

(k€) 20,906.1 12,575.5 22,955.7 12,575.5 25,751.6* 13,712.8* 

C
rep, annualized 

(k€) 212.6 28.5 312.1 28.2 5,582.5 58.4 

R
O2, annualized 

(k€) 1,881.5 2,531.1 1,881.5 2,531.1 2,501.3 3,037.3 

H
2 production, annual 

(kg/y) 141,592.9 190,476.2 141,592.9 190,476.2 188,235.3 288,571.4 

*The costs of the heat source for the SOEC electrolyzer are not considered because it has been paired with a 

plant that generates high-temperature waste heat as a by-product and, therefore, useful for supplying the 

SOEC. 

It is noticed that the costs of electrolysis systems will reduce drastically in the coming years; 

in fact, in the 2050 scenario, the total fixed capital costs will decrease until to 90% thanks 

to the design simplification and less expensive materials utilization. The O&M costs will be 
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cut until to 50% due to the stack efficiency improving and, as a consequence, to a lower 

electricity consumption. Finally, the replacement costs will also decrease (more than 90%) 

because the system lifetime will increase. 

 

Discussion  

This study aims to evaluate and compare LCOH for different electrolysis system 

technologies by also considering a future cost scenario.  

 

 
Figure 1. LCOH comparison for 2023-2050 scenarios. 

 

Figure 1 shows the results of this analysis in terms of LCOH for 2023 and 2050 scenarios. 

In 2023, the calculated LCOH values are 10.02 €/kg, 11.86 €/kg and 13.49 €/kg for the AWE 

system, the PEMWE system and the SOEC unit, respectively. At 2050, the expected LCOH 

values are substantially reduced; they are 3.29 €/kg for the AWE and PEMWE systems and 

3.05 €/kg for the SOEC system. 

 
 

   
AWE Sharing costs in the 

2023 scenario. 

PEMWE Sharing costs in the 

2023 scenario. 

SOEC Sharing costs in the 

2023 scenario. 

Figure 2. The sharing costs of the electrolyzers in the 2023 scenario. 
 

In Figure 2, the incidence of each item cost on LCOH calculation is illustrated for each 

electrolysis system (2023 scenario). It is observed that the O&M costs affect the LCOH by 

about 76.0% for the AWE system, 71.2% for the PEMWE system and 53.2% for the SOEC 

unit; thus, it can be underlined that the O&M costs have the greatest impact on the LCOH 

value. This result mainly depends on the electricity cost that has an incidence equal to 79% 

for the AWE system, 75% for the PEMWE system and 60% for the SOEC unit.  
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AWE Sharing costs in the 

2050 scenario. 

PEMWE Sharing costs in the 

2050 scenario. 

SOEC Sharing costs in the 

2050 scenario. 

Figure 3. The sharing costs of the electrolyzers in the 2050 scenario. 

 

Figure 3 shows the cost incidence in 2050. It is worth noting that the O&M costs are still 

too high compared to the other cost items. Also in this case, the cost of electricity has the 

greatest impact with respect to the other costs even if this cost is assumed equal to 70 €/MWh 

EU as suggested in ref. [10]. In particular, the electricity cost has an incidence on the O&M 

cost of  87% for the AWE and PEMWE systems and 85% for the SOEC system.  
 

Conclusions  

This study proposes a preliminary analysis focused on the evaluation of LCOH for different 

water electrolysis technologies by considering the current scenario and the future scenario.   

In the current scenario (2023), the LCOH values for the AWE, the PEMWE and the SOEC 

systems are very high (in the range of 10 – 13 €/kg) and far from the values desired for the 

hydrogen production cost (2 - 3 €/kg) that would make it competitive with current fossil 

fuels. In the 2050 scenario, the SOEC technology seems to have become the most 

competitive with an LCOH close to 3 €/kg (this value is close to the expected hydrogen 

production cost in the EU in 2050). In conclusion, with respect to the technical literature on 

LCOH calculation, in this study, a more detailed cost estimation based on both the cost 

escalation and the Sinnott and Tower method, is performed. For this reason, the LCOH 

values in 2023, although high, reflect the current technological situation as closely as 

possible. For 2050, despite the application of a more rigorous costing methodology, the 

obtained results are only indicative because many of the considered costs are highly 

susceptible to continuous variation, such as the cost of electricity. 
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Introduction

Hydrogen is a key to a climate-neutral economy and in this context polymer electrolyte fuel cells
(PEMFC) are an excellent choice for long-distance mobility. The bipolar plate (BPP) is a crucial com-
ponent in PEMFC because it is responsible for various functions [1, 2]. Certain requirements including
manufacturability, electrochemical stability, electrical conductivity as well as mechanical strength must
be achieved [2, 3]. Considering the necessity of a wider application of fuel cells, metallic bipolar plates
exhibit some important advantages compared to graphite or composites which are the mechanical prop-
erties, good volume-to-weight ratio and relative low costs [4,5]. Austenitic stainless steel (grade 1.4404 or
316L) is a highly attractive option because of its good combination of properties [6,7]. However, the elec-
trical and electrochemical properties need to be improved to guarantee a high electrical performance and
to withstand the harsh fuel cell environment and by this extended operational life time [5,8]. As surface
modification for metallic BPP, a large variety of thin film coatings have been and still under investiga-
tion [9]. Extensive work has been conducted over the past years to develop various types of carbon thin
films [10–17]. Here, carbon-based coatings exhibit promising properties because of the superior electrical
conductivity, good adhesion and corrosion resistance. However, in most studies magnetron sputtering
system is employed which has the drawbacks of a relatively low deposition rate and efficiency [18].

In my thesis, I study the impact of the process parameters temperature, pressure and bias voltage on
the microstructure, interfacial contact resistance (ICR) and corrosion resistance of carbon-based coatings.
The aim is to better understand the corresponding relationships and by this to improve or optimize the
deposition process for a future up-scaling. For the experiments, I use the cathodic arc deposition technique
which has beneficial characteristics such as a high deposition rate, high ion energy, good efficiency as well
as low costs [18–20]. The ion energy is an important characteristic since it can considerably affect the
layer growth and consequently the resulting microstructure and properties as shown by A. Anders [21] for
energetic deposition techniques. Via a negative bias voltage applied to the substrate the ion energy can
be increased [19, 22]. Another important parameter is the process temperature which mainly influences
the adatom mobility and by this the growth of a PVD coating [21,22].

In this paper, I want to focus on the results of the experiment series regarding the process temperature
and bias voltage. The presented results partly base on my publication in AMPC [23] and ACS Appl.
Mater. Interfaces [24].

Methodology

Austenitc (SS316L) stainless steel of 0.1 mm thickness was used as substrate material and cleaned with
distilled water, isopropanol and then dried with nitrogen. In two experiment series various carbon-based
coatings with different carbon top layer variants were deposited by cathodic arc evaporation. The base
pressure was set at 10−4 Pa. All coatings have the same metallic interlayer. In first study, four carbon
top layer variants were deposited at negative bias voltages between 900 V and 1 V. Process temperature
of 300 ◦C and pressure of 10−1 Pa were kept constant. In the second series, the process temperature
during the carbon deposition was varied between 300 ◦C and 100 ◦C while the bias voltage and pressure
were set at 900 V and 10−1 Pa, respectively.

∗Corresponding author: maximilian.steinhorst@iws.fraunhofer.de
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For the structural analysis, Raman spectroscopy as well as transmission electron microscopy were
used. Raman spectra were recorded between 900 and 1850 cm−1 by a Renishaw inVia with an excitation
laser of 514 nm wavelength. Evaluation of the spectra was done by fitting the D peak and G peak with a
Lorentzian and a Breit-Wigner-Fano function, respectively. A Joel JEM-F200 TEM was used for cross-
section observations of the microstructure at 200 kV. Cross-section preparation was done via focused
ion beam (FEI Helios 660 Dual-Beam SEM/FIB) using a platinum/carbon (Pt/C) plus an iridium (Ir)
coating as protective layers.

The interfacial contact resistance was measured according to the procedure of Wang et al. [25]. The
measurement setup includes a tensile tester with two gold-plated copper blocks for applying the com-
paction force and an ohmmeter attached to the copper blocks for measuring the resistance. The specimen
is placed with two GDL sheets (Freudenberg H14) between the copper blocks and the resistance of the
assembly is measured at a compaction force of 150 N cm−2. With the contact resistance of one GDL, the
contact resistance of the coated sample can be calculated.

To analyze the corrosion resistance, potentiodynamic polarization tests in 0.5 M H2SO4 solution
at room temperature and 80 ◦C were conducted. The open circuit potential was recorded for 1 h
prior the polarization measurement. As measurement parameters, a potential range of -0.5 to 1.5 V
vs. standard hydrogen electrode (SHE) at a scan rate of 0.001 V s−1 was set. A Metrohm Autolab
PGSTAT302N potentio-/galvanostat and a three-electrode setup including a graphite rod as counter
electrode, a Ag/AgCl reference and the sample as working electrode were the measurement setup. Via
Tafel plot analysis, using the Metrohm software Nova 2.1.5, the corrosion current density jcorr as well as
polarization resistance Rp were determined.

Results and Discussion

In figure 1 the Raman spectra of the carbon top layer variants are depicted. In general, carbon exhibits
two peaks, namely D peak at 1350 cm−1 and G peak at 1580-1600 cm−1. For the bias voltage variation,
an evolution from nearly equal pronounced D and G peaks (900 V and 600 V) to a more pronounced G
peak (1 V) can be seen. The decrease of the D peak height can be attributed to increased long-range
ordering and less fine structures due to fewer six-fold carbon rings [26, 27]. In the case of the process
temperature, such an evolution is not visible. Here, the 300 ◦C and 100 ◦C sample exhibit comparable
spectra with two distinct peaks. Compared to that, the 200 ◦C has a very broad spectrum indicating a
different structure.

Figure 1: Raman spectra of the coated samples with carbon top layers deposited at different bias voltages
(left) and process temperatures (right).

Figure 2 and figure 3 present the TEM cross-section images of the deposited coatings depending on
the bias voltage and process temperature during the carbon deposition, respectively. In each case the Cr
interlayer is between 15 and 20 nm. Because of the decreasing bias voltage a structural change from a
mostly perpendicular graphite layers (see figure 2a) towards a more disordered (see figure 2b and c) and
eventually amorphous structure (see figure 2d) can be observed. The visible disorder for the 600 V and
200 V carbon layer can be described as distortions in the form of clusters or diversions in the growth
direction. The carbon layer thickness increases from approximately 10 nm at 900 V to 95 nm at 1 V.
This can be attributed to self-sputtering due to high kinetic energies of the impinging ions at a high bias
voltage.
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Figure 2: TEM images of coated samples with a carbon top layer deposited at a) 900 V, b) 600 V, c)
200 V and d) 1 V bias voltage.

The carbon top layer deposited at 200 ◦C has clearly graphitic layers but often oriented in round
shaped form (see figure 3). Furthermore, the layer thickness is increased, although the bias voltage is as
high as for the 300 ◦C. Both indicates a changed growth mechanism of the carbon layer compared to the
300 ◦C. The TEM analysis of the 100 ◦C is in progress.

Figure 3: TEM images of coated samples with a carbon top layer deposited at a) 300 ◦C and b) 200 ◦C
process temperature.

The contact resistance depending on the compaction force is shown in figure 4. A compaction force of
150 Ncm−2 corresponds to the defined force of 138 Ncm−2 by the DOE [3]. From 50 to 150 Ncm−2 the
ICR is significantly reduced because of the increased contact area between the GDL and the specimen.
The bias voltage during the carbon deposition greatly affects the electrical resistance. At the lower
compaction force, the coatings with the 900 V and 600 V carbon top layer already achieve very low
ICR values around 2.5 mΩ cm2. The 200 V sample exhibits slightly higher resistance values at both
compaction forces. Due to disordered parts in the structure, the electrical conductivity might be reduced
(see figure 2). The 1 V sample has the highest ICR which is likely attributed to the amorphous structure.
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Regarding the effect of the process temperature, it can be concluded that there are only small differences.
However, the sample with a carbon top layer deposited at 200 ◦C has the highest resistance values. All
in all, the different carbon top layer variants are highly conductive.

Figure 4: Interfacial contact resistance values of the coated samples with a carbon top layer deposited at
900 V, 600 V, 200 V, and 1 V bias voltage (left) and at 300 ◦C and 200 ◦C (right).

Based on the potentiodynamic polarization curves (not shown here) important corrosion key figures,
namely corrosion current density jcorr and polarization resistance Rp, were determined via Tafel plot
analysis. Figure 5 shows the dependency of these key figures on the bias voltage (left) and process
temperature (right). From 900 V to 200 V jcorr decreases, thus, the coatings are more corrosion resistant.
Consequently Rp, which corresponds to the corrosion resistance, decreases as well. The 600 V and 200 V
samples exhibit excellent corrosion properties and both still have a low layer thickness. The increase
in the corrosion resistance, compared to the 900 V sample, might be attributed to the increasing layer
thickness. However, the 1 V with the thickest coating thickness has the worst properties. A possible
explanation is the amorphous structure. In the case of the process temperature, the sample with the
200 ◦C carbon top layer achieves the best properties. A thickness effect can be responsible, but the 100 ◦C
with likely a thicker carbon top layer, achieves a significantly lower Rp. Hence is much less inert or stable
in the electrolyte. The microstructural analysis by TEM should give more insight. Also, considering
that the Raman characteristics are comparable to the 300 ◦C which exhibits better properties. Moreover,
measurements at an electrolyte temperature of 80 ◦C (not shown here) revealed that the corrosion current
density increases by approximately one order of magnitude.

Figure 5: Corrosion key figures of the coated samples with a carbon top layer deposited at 900 V, 600 V,
200 V, and 1 V bias voltage (left) and at 300 ◦C and 200 ◦C (right).

Conclusion

In total seven multi layer coatings consisting of a metallic interlayer and a carbon top layer deposited at
either different bias voltages or different process temperatures were prepared by cathodic arc evaporation.
Hereby, the influence of the deposition parameters on relevant properties were investigated. Therefore
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TEM analysis, Raman spectroscopy, interfacial contact resistance measurements and potentiodynamic
polarization tests in 0.5 M H2SO4 were used. The bias voltage can considerably affect the microstructure,
ranging from graphite-like to amorphous. It has a relatively small effect on the contact resistance, but
therefore, a great influence on the electrochemical properties. There are only small difference between the
600 V and 200 V samples, both exhibiting a corrosion current density around 10−8 Acm−2. The results
of the temperature variation show that the contact resistance is only negligibly affected. Equivalent to
the bias voltage, the main influence is on the electrochemical properties. Here, the sample with a carbon
top layer deposited at 200 ◦C exhibit the best characteristics with the high polarization resistance among
the samples. This sample also exhibits a clearly different microstructure in the TEM cross-section. A
thickness effect is possible in both studies, however, the results indicate that the microstructure also has
an essential impact on the properties.

In conclusion, the coatings exhibit an excellent electrical conductivity and good corrosion resistance
which renders them as suitable option as bipolar plate surface modification. The deposition process
can be improved in terms of the bias voltage and process temperature which is beneficial for a future
production of coated bipolar plates. For a future study, the combination of the most suitable parameters
to further optimize the process is planned.
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Introduction 

Hydrogen has received significant attention as a viable alternative energy carrier in response 

to the growing environmental challenges associated with fossil fuels [1]. In the context of direct 

hydrogen exposure, structural metals, particularly austenitic stainless steels (ASSs) such as 

type 316 L, have been recognized for their ability to withstand hydrogen embrittlement (HE) 

with limited degradation in mechanical performance. Nonetheless, annealed 316L, 

characterized by a face-centered cubic structure, exhibits relatively low strength, rendering it 

less suitable for applications involving elevated pressures within hydrogen-rich environments 

[2]. The rise of additive manufacturing (AM) technologies, which entails the layer-by-layer 

deposition of molten metals to create intricate components, has sparked considerable research 

interest. Components produced via additive manufacturing exhibit distinct mechanical 

properties owing to variations in microstructure, texture, and surface characteristics when 

compared to conventionally manufactured (CM) counterparts. Generally acknowledged is the 

fact that AM 316L shows higher yield and tensile strengths than CM 316L when tested in 

ambient air [3]. However, the mechanical behavior of AM 316L in the presence of hydrogen 

remains uncertain. Furthermore, the AM manufacturing process is susceptible to the formation 

of porosities that can significantly influence the macroscopic performance of AM 316L [4]. To 

enhance mechanical properties and mitigate the risk of catastrophic failures stemming from 

HE, or in other words, to enhance HE resistance, it is imperative to investigate the influence of 

porosity in presence of hydrogen. Understanding hydrogen diffusivity and hydrogen trapping 

mechanisms in materials containing porosity is also pivotal in elucidating their HE mechanisms 

[5]. An effective method involves the utilization of Scanning Electron Microscopy (SEM) in 

conjunction with ex-situ tensile tests to characterize mechanical properties and establish 

correlations with the microstructure. This approach will facilitate the optimization of AM 316L 

performance within hydrogen-rich atmospheres. Consequently, the aim of current study is 

investigating the impact of porosity on hydrogen embrittlement behavior of powder bed fusion 

printed 316L. 

Methodology  

In this research, we adhered to standard printing parameters for the fabrication of Powder Bed 

Fusion (PBF) 316L components, employing a laser power of 200 W, a scan speed of 1400 

mm/s, a layer thickness of 50 µm, and a hatch spacing of 100 µm. A comprehensive analysis 

was conducted to compare specimens subjected to hydrogen exposure and those left 

unchanged. The introduction of hydrogen into the specimens was achieved through gaseous 

charging at 130 bar pure H2 gas, maintained at a temperature of 250°C for a duration of 7 days. 

The assessment of hydrogen absorption behavior was carried out employing Thermal 

Desorption Spectroscopy (TDS). The density of the LPBF specimens was determined utilizing 

the hydrostatic weighing method under ambient conditions. Concurrently, the extent of 
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(b) 

porosity within the specimens was quantified through the application of Archimedes' principle 

and Backscatter Electron image analysis. The mechanical behavior of the material was 

evaluated through ex-situ tensile testing along the building direction at room temperature 

performed on a Tinius Olsen 50ST machine for both uncharged condition and after exposure 

to hydrogen. The prescribed constant extension rate was set at 0.06 mm/min, corresponding to 

a strain rate of 10-4 s-1 and the specimens had gauge dimensions of 10x4x1mm³. Furthermore, 

Scanning Electron Microscopy (SEM) analysis was conducted utilizing a FEI Quanta 450 

microscope equipped with a field emission gun for microstructural characterization. 

Results 

The analysis of the experimental TDS data involved the use of a numerical 1D diffusion model 

based on Fick's laws. The results of these simulations, specifically the dissolved hydrogen 

content (Ct) and the hydrogen diffusion coefficient at room temperature (DRT), are presented in 

Table 1. Figure 1a displays Backscatter Electron (BSE) images, revealing the presence of 

spherical pores and layer voids within the as-built PBF 316L. The fraction of porosity, as 

determined through BSE image analysis, stands at 0.91%, a value closely aligned with that 

obtained via the hydrostatic weighing method (1.03%). Uniform specimen thicknesses were 

employed for both TDS and tensile testing samples. Figure 1b represents engineering stress-

strain curves. Table 2 indicates the average yield strength (YS), ultimate tensile strength (UTS), 

and strain at fracture (%El) for both uncharged and hydrogen-charged conditions, along with 

their corresponding standard deviations. Figures 2a and 2b depict the fracture surfaces of 

specimens subjected to tensile testing without and with hydrogen exposure, respectively. 

Consequently, the study examined hydrogen-assisted cracking on the normal surfaces of the 

tensile-tested specimens for both uncharged and hydrogen-charged conditions. The cracks 

observed were oriented perpendicular to the loading direction, which the fracture surfaces 

presented in Figures 2c and 2d. 

Table 1: Averaged hydrogen content Ct of specimen charged at 250°C and 130 bar for 7 days and hydrogen 

diffusion coefficient D at room temperature (RT) 

PBF 316L 
DRT(m2/s) Ct (wppm) 

8.21E-17 76.03 

 

 
 

Figure1. (a) SEM-BSE micrograph of PBF 316L, red and green arrows show spherical and keyhole pores, 

respectively (b) Engineering Stress-Strain curves of tensile test performed at 10-4s-1 in uncharged and 

hydrogen charged condition. 
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Table 2: Average yield strength (YS), ultimate tensile strength (UTS) and total elongation (%EI) of tensile 

test performed at 10-4s-1 in uncharged and hydrogen charged condition. 
 YS (MPa) UTS(MPa) %EI 

Uncharged 598±8.4 690±7.3 19.35±0.9 

Charged 642±14.0 730±5.8 13.99±0.7 
 

 

  

  

Fig 2. SE images of characteristic fracture surface and normal surface appearance when tested at 10-4s-1: (a  

and c) uncharged, (b and d) hydrogen charged PBF 316L. Red, blue, yellow, and green arrows point to pores, 

dimples, facet like features, and secondary cracks, respectively. 

 

Discussion  

The presence of internal defects within Additive Manufacturing (AM) materials aligns with 

expectations established in the existing literature. Liverani et al. [6] discussed three primary 

categories of internal defects, which include: (i) binding defects, (ii) spherical pores, and (iii) 

keyhole pores. Binding defects originate from the incomplete fusion of powder particles at the 

local level, while spherical voids are predominantly associated with the entrapment of gases. 

Keyhole pores, on the other hand, are typically situated at the boundaries of melt pools and 

emerge due to elevated residual stresses generated by rapid cooling, thus promoting crack 

formation and the development of voids. It is worth noting that all three varieties of internal 

defects were also observed in the current material. LPBF 316L exhibited a relatively high yield 

strength but limited work hardening, leading to an ultimate tensile strength (UTS) level of 690 
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MPa. The presence of pores and internal defects, which are characteristic of LPBF processes, 

tends to restrict the ductility of LPBF 316L compared to CM counterparts. These internal 

defects act as stress concentration sites, triggering damage nucleation or contributing to the 

growth of ductile voids. Upon the introduction of hydrogen into the specimens, both the yield 

strength and ultimate tensile stress exhibited an increase. This strengthening effect of hydrogen 

stems from its impact on solid solution strengthening, slip planarity, and pinning of 

dislocations. To evaluate the embrittling influence of hydrogen, an average embrittlement 

index was calculated based on the strain at fracture for reference tests and hydrogen precharged 

tests, as outlined in Equation 1. This approach enables a qualitative assessment of the 

susceptibility to HE.  

 

HE index =
%Eluncharged−%Elcharged

%Eluncharged
                                                                           Equation 1 

The HE Index for PBF 316L was determined to be 27.7%. Hydrogen could primarily localized 

within pores, which functioned as reversible traps at room temperature [5]. These pores, acting 

as sites of stress concentration, in conjunction with the accumulated hydrogen content, trigger 

hydrogen embrittlement within the charged specimen. The fracture surface of the uncharged 

specimen exhibited characteristics of a ductile fracture, featuring the presence of dimples, 

pores, and unmelted particles. During the tensile test, the coalescence of pores and voids 

accelerated the fracture process, impeding the growth of dimples and thereby limiting the 

extent of ductility. In contrast, the hydrogen-charged sample also displayed a ductile fracture 

surface, but with three notable differences. Firstly, the fraction and size of dimples were smaller 

than those observed in the uncharged condition, indicating reduced dimple growth during 

straining. Secondly, the presence of facet-like features, including ungrown voids and an 

absence of plastic deformation, suggested a brittle mode of fracture. Finally, there was less 

coalescence of pores, a phenomenon also observed on the corresponding normal surface image, 

where the size of secondary cracks in the uncharged specimen exceeded that in the charged 

specimen. Crack initiation and propagation predominantly occurred within the pores and voids. 

 

Conclusions  

The impact of porosity on the mechanical characteristics of PBF manufactured 316L stainless 

steel, both in the presence and absence of hydrogen, was examined through constant strain rate 

tensile test and SEM. Specimens subjected to hydrogen charging exhibited elevated values for 

the yield strength and ultimate tensile stress in comparison to their non-hydrogen-charged 

counterparts. This is attributed to the influence of hydrogen on the mechanisms responsible for 

strengthening the material. The pores, as reversible hydrogen traps, facilitated hydrogen 

embrittlement (HE) in the tested material, leading to a reduction in fracture strain. Both the 

non-hydrogen-charged and hydrogen-charged specimens displayed a combination of brittle 

and ductile fracture characteristics, resulting from the coalescence of voids and pores. 

However, the uncharged material exhibited notably larger dimples and secondary cracks in 

comparison to the hydrogen-charged condition, which can be ascribed to the phenomenon of 

hydrogen-induced ductility loss. 
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Introduction 

The design of liquid hydrogen tanks requires a thorough understanding of the factors 

influencing fatigue crack initiation and propagation at cryogenic temperatures in materials used 

in hydrogen environments. In the case of austenitic stainless steels, it is well-established that 

hydrogen embrittlement (HE) is characterized by a loss of ductility in tension, with a maximum 

embrittlement occurring at approximately 190 K, and a vanishing effect at very low 

temperatures [1]. Figure 1 illustrates the influence of temperature on HE in different grades of 

steel under monotonic tensile loading. Below a temperature of approximately 150K, no HE is 

noticeable. It can be hypothesized that below 190K, hydrogen diffusion is significantly slowed 

down, possibly even halted below 150K [2]. These results suggest that below 200K, HE is 

controlled by hydrogen diffusivity within the material, while above this temperature, 

martensitic transformation governs HE. 

 
Figure 1: Effect of temperature on air reduction on various stainless steels under 1.1 MPa of hydrogen and 

helium [3] 

Indeed, at low temperatures, the austenitic phase can transform into a more stable phase, 

namely martensite. Molnár et al. [4] demonstrated in a 316L steel the correlation between the 

increase in stacking fault energy and the rise in the exposure temperature from 25°C to 500°C. 

It appears that martensitic transformation occurs for intrinsic stacking fault energies less than 

18 mJ/m2 [5]. However, Caskey [2] shows that the loss of ductility in the presence of hydrogen 

is not uniquely correlated with the martensitic transformation rate. 

More generally, the literature indicates that it is not justified to investigate HE below 

150K to observe HE phenomena. These fatigue tests were conducted under gaseous hydrogen, 

which implies that only the effect of external hydrogen was taken into account. Concerning 
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high cycle fatigue properties in hydrogen environment, literature suggests that the impact on 

the high cycle fatigue strength would be much more limited [6]. However, only a limited 

amount of results is available, and of the effect of hydrogen environment on fatigue damage 

mechanisms is unclear. Therefore, the work presented here aims to assess the influence of 

hydrogen on the high-cycle fatigue resistance of austenitic stainless steels in a hydrogen 

environment within the temperature range of 20K to 300K. 

Two grades of austenitic stainless steels were selected, namely 304L and 316L. Due to 

differences in stacking fault energy, these two grades of steels are expected to have varying 

proportions of martensitic transformation at low temperatures under fixed loading conditions, 

which may influence sensitivity to HE. 

The first step of this work consisted in the determination of the fatigue resistance of these 

grades in air at room temperature. The second step was concerned by the influence of 

temperature in the range of -83°C to 100°C. Finally, the fatigue strength is evaluated in 

hydrogen gas at various temperatures. The initial results of this study will be presented in this 

paper. 

Methodology 

The materials used in this study are two grades of austenitic stainless steel (type 304L 

stainless steel and 316L stainless steel). Table 1 shows the chemical compositions and Table 2 

presents the tensile properties determined at room temperature. 

Table 1: Chemical compositions of 304L and 316L stainless steel (wt%) 

 Fe C Mn P S Si Cu 

304L  

Concentration (%m) 

70,6 0,024 1,88 0,034 0,001 0,328 0,363 

316L 68,2 0,023 1,84 0,036 0,001 0,328 0,345 

 Ni Cr Mo Nb Ti N Co 

304L  

Concentration (%m) 

8,08 18,1 0,403 0,003 0 0,100 0,152 

316L 10,0 17,0 2,01 0,013 0,004 0,036 0,157 

Table 2: Tensile properties of 304L and 316L stainless steel used in this study 

 UTS (MPa) R0,2% (MPa) A% Z% 

304L 700 336 90 64 

316L 620 290 91 61 

Tensile tests were conducted at room temperature with a strain rate of 10-3 s-1 until failure. 

To assess the test repeatability, two tests per rolling orientation (0° and 90°) were conducted. 

Figure 2 shows the change in martensite content with total strain measured for each alloy during 

tensile test. Two analysis techniques are used, Feritscope® and X-ray diffraction (DRX). 

Notable differences are observed between the results obtained with these two techniques. 

Further analysis is planned to precisely evaluate the percentage of martensite transformed as a 

function of deformation. 

 
Figure 2: Measurement of martensite content using XRD and Feritscope® 
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Cylindrical test specimens were machined for fatigue testing and polished to achieve a 

mirror-like surface finish, with an arithmetic mean roughness (Ra) of less than 0.02 µm. 

The fatigue tests were performed using a load ratio of 0.1, at a frequency of 10 Hz, at 

temperature ranging between -120°C and 100°C either in laboratory air or in a hydrogen gas 

environment (1,5 MPa). Fatigue tests were performed until total failure of specimens or run-

out at two million of cycles. For the tests in hydrogen, gas pressure was set at 1,5 MPa of 

dihydrogen in order to assess the impact of external hydrogen on fatigue strength. 

Observations of fracture surfaces were conducted on fractured specimens to assess 

damage mechanisms and their sensitivity to the presence of hydrogen. 

Results & Discussion 

Fatigue behaviour at different temperature 

The fatigue resistance in air has been studied at various temperatures to evaluate cyclic 

behaviour under typical load-controlled R=0,1 fatigue loadings and resulting fatigue strengths. 

The objective was to establish reference data to be later compared to the results in hydrogen 

gas at the same temperatures. 

Due to the positive mean stress, a ratchetting deformation appears during the fatigue life. 

This deformation might require a special attention as, at low temperatures, the accumulation of 

plastic deformation can induce the formation of martensite, which is likely to alter the 

mechanisms of crack initiation and propagation in a hydrogen environment. Figure 3 shows 

typical behaviour obtained during fatigue test on 316L at -83°C, 25°C and 100°C. The mean 

strain is obtained by considering the mean strain values collected during each loading cycle. 

Furthermore, the progressive deformation rate is obtained by deriving the mean strain with 

respect to the number of cycles. 

 

  
Figure 3: Evolution of average ratchetting deformation and progressive deformation rate as a function of the 

number of cycles based on temperature for 316L (comparison of behaviour at room temperature compared to 

 -83°C and 100°C) 

The preliminary results indicate that for a given stress amplitude, at -83°C, the mean 

deformation at failure is lower compared to the test conducted at 25°C, while the ratchetting 

deformation rate is higher. At 100°C, the final average deformation is higher than room 

temperature, and the ratchetting deformation rate is similar compared to the test conducted at 

25°C. 
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Figure 4: S-N curve for 316L and 304L at 3 different temperatures 

Figure 4 shows the S-N curves for 316L and 304L at the three temperatures namely 

100°C, 25°C, and -83°C. It appears that the lower the temperature, the higher the life is for a 

given stress amplitude. The temperature dependence of the fatigue strength of the two materials 

seems to be similar. Fatigue tests at -83°C in air are currently in progress. 

As mentioned earlier, martensitic transformation appears to play a role in hydrogen 

embrittlement. Therefore, it is important to be able to assess the amount of martensite 

transformed during tensile tests. Initially, only the amount of martensite transformed during 

monotonic tensile tests was studied. Quantification of martensite during and after cyclic tensile 

tests is currently in progress. 

Subsequently, martensite measurements will be conducted for each experimental 

condition at various temperatures under both air and hydrogen environments. 

Fatigue behaviour in hydrogen gas at room temperature 

Figures 5a and 5b describes the deformation variation as a function of the number of 

cycles in both materials, at room temperature, in air, and in hydrogen gas with the same stress 

amplitude. The ratchetting deformation is also represented, so as to assess the progressive 

deformation rate as a function of the number of cycles. The initial results appear to suggest no 

hydrogen effect on the ratchetting behaviour. This result is explainable by the fact that 

hydrogen does not have sufficient time to diffuse deeply into the material. 

  
Figure 5: Evolution of average ratchetting deformation and progressive deformation rate as a function of the 

number of cycles for 304L (a) and 316L (b) in air and hydrogen 
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Figure 6 shows the fatigue lives in air and in hydrogen gas for the two grades at room 

temperature. It appears that, the exposure to hydrogen gas does not significantly affect the 

fatigue life. 

 
Figure 6: S-N curve for 316L and 304L in air and hydrogen at room temperature 

The fracture surfaces (Figure 7) indicate a difference in the maximum crack depth at the 

end of the stable propagation stage between exposure to air (1,47 mm) and to gaseous hydrogen 

(1,90 cm). To validate this point, a statistical study comparing these parameters is currently 

underway. Additionally, several specimens fractured as a result of crack initiation at inclusion-

type defects during hydrogen gas exposure. Further in-depth analyses are currently under 

progress to identify the composition of these inclusions. 

  
 

Figure 7: SEM image of fracture surfaces for 304L under air (a) and under hydrogen (b) tested at the same stress 

amplitudes. The black line allows the distinction between the stable propagation zone (lower region) and the 

abrupt rupture zone (upper region). 

The initial results indicate that in gaseous hydrogen, at room temperature, and for an 

identical mechanical load, the crack front is more extensive, and the propagation distance is 

greater than in the case of exposure to air. 

Conclusions and future work 

The preliminary results of tests conducted so far at 100°C, 25°C and -83°C in ambient 

air indicate the presence of a ratchetting effect leading to a significant accumulation of plastic 

deformation, which could potentially contribute to the formation of martensite on the order of 

a b 
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a few percent at room temperature [7]. This phase would promote the susceptibility to HE 

(Hydrogen Embrittlement). Since 316L stainless steel is more stable than the 304L grade, we 

can assume that 304L is more sensitive to hydrogen embrittlement effects. This will need to be 

confirmed by studying the fatigue behaviour in low-temperature hydrogen exposure.  

Prior to testing in low-temperature hydrogen conditions, it is necessary to characterize 

the fatigue resistance of the studied grades at these temperatures in an inert environment. This 

includes evaluating the transformed martensite rate (especially as a function of the ratchetting 

effect) and describing the damage mechanisms related to temperature reduction.  

As concerns tests in hydrogen, little or no significant effect on endurance and fatigue 

behaviour has been observed at room temperature. However, further analysis is planned, 

including the examination of fracture surface morphology and martensite quantification after 

fracture. Phenomena occurring at temperatures above and below the maximum embrittlement 

temperature will be investigated so as to identify the role of various factors (martensitic 

transformation and hydrogen diffusivity). 

The effect of hydrogen on fatigue crack initiation has not yet been established, therefore, 

this aspect will be studied further in the course of this study, especially for low stress levels. 

One hypothesis is that in the absence of crack initiation or slip emergence at the surface, 

hydrogen may not penetrate into the material, presumably partly due to the presence of the 

native oxide layer. Therefore, a special attention will be paid to the stability of this oxide layer 

under cyclic loading. To assess the impact of internal hydrogen, fatigue tests will be conducted 

on precharged materials. 
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Introduction 

In order to help combat the current climate crisis, alternate cleaner fuel sources are required. 

When utilized, they should release less/no environmentally harmful emissions when compared 

to the CO2 emitted when fossil fuels are combusted (80% of energy worldwide current 

produced utilizing fossil fuels[1]).  

 

One such alternate fuel source that could be used is hydrogen gas [2]. When hydrogen is reacted 

(either combusted or used in a fuel cell) with oxygen it produces water and energy. This 

demonstrates that hydrogen, when used as a fuel source doesn’t produce any environmentally 

harmful products. However, we need to consider sustainable methods to produce hydrogen. 

One such method is through water electrolysis and if renewable energy used for the electrolysis 

the produced hydrogen is termed green hydrogen. Green hydrogen, however only accounts for 

less 5% of world production with the majority been produced from methane steam reforming 

producing emitting CO2 during the process [3]. This mainly due to high capital costs of 

electrolyzers partly caused by use of precious metal catalysts.  

 

It is therefore vital that methods are found by which it is possible to produce green hydrogen 

(hydrogen not produced using energy derived from fossil fuels) or blue hydrogen where any 

produced CO2 is captured and stored. Electrolysis of water (reaction 5) generates hydrogen 

(through the hydrogen evolution reaction, HER, reactions 1 & 2) and oxygen (through oxygen 

evolution reaction, OER, reactions 3&4) [3]. Water electrolysis has been studied since the 18th 

century [4]. However, it has largely been carried out in freshwater/deionized water. With 

freshwater shortages caused by climate change, there is a drive to use alternative water sources. 

If seawater could be utilized as the fuel source, then this would open up the use of an abundant 

fuel source to be used with minimal pre-treatment [5].  
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Cathodic reaction (neutral/acidic pH):  2H+ + 2e− ⇌  H2 Ecathode
0 = 0 V (1) 

Cathodic reaction (alkaline pH):  2H2O + 2e− ⇌  H2 +  2OH− Ecathode
0 = −0.83 V (2) 

Anodic reaction (neutral/acidic pH):  2H2O ⇌  O2  +  4H+  +  4e− Eanode
0 = 1.23 V (3) 

Anodic reaction (alkaline pH):  4OH− ⇌  O2  +  4H2O +  4e− Eanode
0 = 0.4 V (4) 

Full cell reaction:  2H2O ⇌  O2  +  2H2  +  4e− Ecell
0 = −1.23 V (5) 

 

Seawater electrolysis (SWE) offers its own set of challenges that must be overcome before it 

can be widely utilized as a source for hydrogen production. On the cathodic side, any OH- 

produced can precipitate into metal hydroxides when it reacts with metal cations present in 

seawater and poison the surface of the electrode [6]. The main focus of this research is however 

associated with the anodic side reactions. Thes arise from the presence of NaCl in seawater, in 

particular that chloride oxidation (CO, reaction 6) competes with OER at the anode as well as 

the corrosion chemistry which can arise from the presence of the chloride anion, damaging the 

anode material and therefore, limiting the efficiency of the cell [7]. 

 

2Cl− →  Cl2 + 2e− E0 = 1.36 V (6) 

 

So, stable, selective (towards OER) and active catalysts are required to overcome these 

problems. The presence of chloride and neutral to acidic pH at the anode can also lead to 

corrosion of the electrode substrate, leading to loss of activity, so as part of this project 

substrates for catalysts will also be studied. A variety of catalysts have already been reported 

throughout literature looking at the anodic reactions associated with seawater electrolysis. 

Some of the catalysts that have demonstrated promise are multi-metallic layered hydroxides, 

for example, NiFe layered hydroxides (1.413 V @ 10 mA cm-2) and NiCoFe layered 

hydroxides (1.5 V @ 10 mA cm-2) have demonstrated promising performances for OER  [8] . 

Whilst these catalysts show promise they, along with others, are tested in alkaline conditions 

in order to minimize the effect of CO on the activity of OER (as alkaline conditions maximize 

the thermodynamic potential difference between OER and CO [8]). When neutral conditions 

are considered for SWE the CO reaction is a more prevalent obstacle, due to these other 

methods have been explored in order to obtain systems that are selective towards OER, one 

such method is introducing a blocking layer. One material which has been identified as a 

blocking layer is MnO2 which has demonstrated a selectivity towards OER over CO in SWE 
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[9]. This material allows for only H2O/OH- to pass to the catalyst/anodic material and therefore, 

can lead to the possibility to limit any chlorine chemistry which could occur at the anode. 

 

Methodology  

Synthetic MnO2 was created using a hydrothermal method that was taken from literature [10] 

in order to synthesize three different morphologies of the MnO2 electrocatalyst in order to study 

if the morphology has an effect on the catalytic activity of the electrocatalyst or the activity of 

the material.  

 

 

The characterization techniques that were employed during the research project will include 

both SEM and XRD in order to determine the crystallographic phase as well as the discrete 

morphology of each synthetic material.  

 

Following synthesis and physical characterization methods, electrochemical methods will then 

be used in order to determine the catalytic activity of the synthesized materials. All techniques 

thus far have been carried out utilizing a three-electrode setup (figure 2) with different 

substrates used as the working electrode, with Pt coated titanium and a real hydrogen electrode 

(RHE) used as the counter and reference electrode respectively. Different substrates were 

investigated for the working electrode in order to determine a suitable substrate for the 

electrocatalysts as some substrates are not suitable for use in saline environments due to 

susceptibility to corrosion. The electrolytes utilized in these experiments were 0.1 M KOH and 

0.1 M NaCl.  

Figure 1 - hydrothermal reactor for synthesizing catalyst 
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Figure 2 - Three electrode setup for analyzing the synthesized materials with Ti foil used as the example working electrode 

material. 

 

Discussion  

 

Figure 3 - XRD results of the synthesized materials with their labeling for their respective morphologies NW (nanowires), NR 

(nanorods) and NS (nanosheet) 

 

Firstly, in order to determine the morphologies and crystallographic nature of the synthesized 

MnO2 catalyst X-ray diffraction and scanning electron microscopy were utilized.  
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Figure 4 - SEM results of the 4 materials, A-NS, B-NR and C - NW 

The materials phases were then determined using an XRD library database found in the 

following paper [11]. The materials were determined to be two alpha phase materials (NR and 

NW) and one delta phase material (NS).  

 

The electrochemical results of these materials and substrates are still to be processed but would 

be ready for display in March.  

 

 

 

 

 

 

 

A B 

C 
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Conclusions  

In conclusion in order to test electrocatalysts to find a suitable material to use as a selective 

electrocatalyst for OER in seawater electrolysis, three MnO2 materials have been synthesized 

and partially characterized and are awaiting electrochemical testing. 
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Introduction 

 

One of the most promising possibilities to lead the transition from energy production 

techniques based on fossil fuels to zero-emission technologies is Proton Exchange Membrane 

Fuel Cell (PEMFC). However, large-scale deployment of PEMFC is still constrained due to 

several shortcomings, among which high cost of the cathode catalyst and its stability are the 

most prominent ones. Due to their enhanced specific and mass oxygen reduction reaction 

(ORR) activity at lower metal loadings, platinum-based alloys stand out among the most 

examined catalysts as the preeminent candidates for replacing pure platinum cathode catalysts. 

Exploring Pt alloys with late transition metals including Fe, Co, Cu, Ni etc. has been the focus 

of substantial study for more than 20 years [1-6]. In addition, recent years have seen the 

emergence of a new family of catalytic materials that combine Pt with lanthanide metals like 

La, Ce, Gd etc. as well as early transition metals such as Y [7,8] or Sc [9].  

 Nevertheless, despite many advantages such alloys were found to be more prone to 

degradation in comparison to monometallic platinum. A major factor contributing to fuel cell 

degradation is the dissolution of cathode catalyst at the operating potentials followed by 

secondary catalyst degradation processes such as Ostwald ripening or coalescence [10-12], 

which will eventually decrease its active surface area and thus fuel cell performance. The Pt 

dissolution itself is a multifaceted process, impacted by various parameters, which has been 

extensively investigated [13-19] but dissolution process of alloys is intricately complex given 

by the preferential dissolution of non-noble metals. Hence, monitoring of dynamic dissolution 

behavior and dealloying of the bimetallic catalysts is of utmost importance to describe the 

entire chain of interconnected degradation mechanisms and formulate a comprehensive model 

of catalyst degradation that will help to develop a corresponding mitigation strategy leading 

toward a more robust catalyst.  

This investigation aims to comprehensively analyze the dissolution tendencies and 

disparities exhibited by three distinct bimetallic catalysts of platinum-copper (PtCu), platinum-

cobalt (PtCu) and platinum-yttrium (PtY) prepared by the magnetron co-sputtering technique. 

This was performed mainly using the scan fluid cell coupled with inductively coupled plasma 

spectroscopy (SFC-ICP-MS) technique. This study explores the dissolution of these bimetallic 

catalysts during electrochemical cycling at a wide range of potentials focusing on the oxygen 

reduction reaction (ORR) potential range and investigating different compositional variations. 

The work further explores the progressive evolution of catalysts in terms of their morphology 

and composition following the dealloying process, hence uncovering the trend that can guide 

the future design of more stable materials. 

 

Methodology  
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Sample preparation 

 

Pt bimetallic alloys were methodically deposited onto glassy carbon substrates utilizing 

magnetron co-sputtering via two circular TORUS magnetrons (Kurt J Lesker). These 

magnetrons were positioned at a 450-angle relative to the substrate and were employed 

alongside dual targets as shown in figure 1. The deposition chamber was pre-evacuated prior 

to deposition to attain a pressure of 2 x 10-4 Pa. The sputtering process was carried out in DC 

mode within an Ar atmosphere of 2.6 Pa pressure which we optimized in our previous work 

[20]. By manipulating the applied power on Pt target and the corresponding metal targets, Pt-

M alloys of diverse compositions were proficiently deposited. 

 

 

 

 

 

 

 

 
 

 

 

 

 

Figure 1: Preparation of Pt bimetallic alloys by magnetron co-Sputtering 

Sample Characterization 

 

Scan Fluid Cell coupled with Inductive Coupled Plasma Mass Spectrometry  

  

The setup consists of a V-shaped electrochemical scanning flow cell (SFC) outlet 

directly hyphenated to the ICP-MS sample introduction mechanism. Thus, dissolved metal ions 

in SFC are carried downstream and measured by ICP-MS while electrochemical reactions 

occur on the working electrode (Figure 2) and hence cyclic voltammograms and dissolution 

spectrograms for the sample in an acidic electrolyte is measured simultaneously [21]. The 

experimental setup involved the utilization of a saturated Ag/AgCl electrode (Metrohm) as the 

reference electrode, while a glassy carbon rod (HTW Sigradur G) served as the counter 

electrode. The contact area of the working electrode was estimated to be around 1.1 mm2. The 

electrolyte used in the experiment, 0.1M HClO4 was freshly generated by combining 70% 

Perchloric acid (Suprapur, Merck) with ultra-pure water (Milli-Q IQ 7000 Merck). The 

electrolyte was then flowed at a rate of approximately 200 µL min ⁄ while continuously purging 

with argon gas. The dissolution was monitored on a  NexION 300X (Perkin Elmer) via 

calibration from solutions of platinum (Pt), copper (Cu), cobalt (Co) and yttrium (Y) (at 

concentrations of 0, 0.5, 1.0, 5.0 µg L ⁄ respectively, Certipur Merck) while 10 µg L ⁄ of 187Re 

for 195Pt, 10 µg L ⁄ of 74Ge for 63Cu and 59Co, and 10 µg L ⁄ of 45Sc for 89Y were utilized as 

internal standards. 

The electrochemical protocol was initiated with an activation procedure during which 

the sample is held at a potential of 0.05 VRHE for 5 minutes. Subsequently, the initial 

electrochemical cycling is conducted within a potential range of 0.05 to 0.8VRHE at a scan rate 

of 5 mV/s. After each cycling, the contact is repositioned to a different spot on the sample. 
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After the similar activation protocol on each spot, electrochemical cycling is carried out to 

different upper potential limits (UPLs) of 1, 1.2, 1.5 VRHE respectively and the dissolution 

spectra of each metal is recorded simultaneously. 

 

 

 

 

 

 

 

 

 
 

Figure 2: A simplified scheme showing the basic operational principles of SFC-ICP-MS [20] 

 

Results and discussion 

 

Herein, the discussion will be focused on a specific composition (Pt3M) of all the alloys 

as well as monometallic platinum cycled to an UPL of 1.5 VRHE. Figure 3b illustrates the 

different dissolution tendencies of the less noble metals derived from bimetallic alloys namely 

Pt3Co, Pt3Cu and Pt3Y when cycled from 0.05 to 1.5 VRHE which simulates the most severe 

conditions in real fuel cell device, and on the other hand Figure 3a depicts the simultaneous 

dissolution of platinum from the corresponding alloys as well as monometallic platinum.  

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

Figure 3: Dissolution spectra of (a) Pt from Pt3M (M= Co, Cu, Y) and of pure Pt and (b) Co, Cu, Y from Pt3M 

(M= Co, Cu, Y) during electrochemical dissolution to UPL 1.5 VRHE 

 

   Pt dissolution spectra in Figure 3a show two well resolved peaks for all investigated 

samples which are known as anodic and cathodic dissolution peaks [13]. Anodic dissolution 

peak occurs during the transition of platinum from metal to oxide during anodic potential scan 

whereas cathodic dissolution is related to subsequent oxide reduction during cathodic scan. The 

peaks shape and intensities are comparable for all investigated samples.  

Figure 3b represents respective dissolution of the less noble metals during the anodic 

and cathodic polarizations. All alloys show two different dissolution peaks during the anodic 

polarization. The former (peak 1) can be accounted for dissolution of the metal from the surface 

and sub-surface regions of the alloy which leads to catalyst dealloying. The latter (peak 2) is 

triggered by corresponding anodic dissolution of platinum. The cathodic dissolution (peak 3) 
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of these metals is stimulated solely by the cathodic dissolution of platinum which exposes 

alloying metal from the bulk leading to its enhanced dissolution. Similar dissolution profiles 

of Co and Cu have been reported before [22,23].  

It can be clearly seen in Figure 3a that the dissolution spectra of Pt exhibit peak shifts 

in the presence of less noble metals with respect to that of monometallic Pt. This shift can be 

attributed to multiple factors such as changes in the electrocatalytic property, cohesive energy, 

and oxygen adsorption energy due to the alloy formation, which in turn can affect its 

dissolution properties [24]. Similarly alloying influence less noble metals like Co, Cu and Y 

which alter their dissolution with respect to their monometallic counterpart [25] and exhibit 

different dissolution peak potentials with respect to each other. 

Further experiments were carried out for all the other compositions of the Pt bimetallic 

alloys (PtM and PtM3) and at different potential ranges from 0.05 to 0.8,1.0 and 1.2 VRHE which 

simulate different operation regimes of real fuel cell device. 

 

Conclusions  

 

PtCo, PtCu, and PtY catalysts with different compositions were prepared by means of 

magnetron sputtering and dissolution of constituent elements during potential cycling was 

probed using online ICP-MS technique. The dissolution tendencies of the less noble metals 

from different bimetallic catalysts showed contrasting behavior with each other. All these 

studies were also supported by the morphological and compositional evolution of these 

catalysts observed via scanning electron microscopy and energy dispersive Xray spectroscopy 

(EDX) respectively and more interpretations of the above results are going on. 

 It is expected that the results acquired from this study can offer valuable insights into 

the process of dissolution of less noble metal and dealloying mechanisms in platinum bi-

metallic catalysts within the operational potential range of the fuel cells and the findings may 

contribute significantly to the existing knowledge on the durability and performance of fuel 

cell catalysts. 
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Introduction 

The driving force of research in this area is fueled by the environmental impact of NOx 

pollution, caused by the transport sector emissions. In particular, diesel engine exhaust gasses 

are a major contributor, amounting to over 50 % to the total NOx emissions [1]. Despite 

growing efforts in legislation [2] and technology advancements for NOx aftertreatment [3], 

the so-called cold start remains a concern that has not yet been addressed sufficiently. The 

problem is especially prominent during the running of a cold engine, when the passenger car 

emits approximately 10 - 18 times more NOx than it is foreseen as per Euro6 limit [4]. This is 

directly caused by the operating temperatures of the exhaust gas aftertreatment (EGA) of the 

NOx selective catalyst (SC). Currently, the NOx conversion happens at temperatures between 

200 - 400 °C [5], often not reached during urban driving conditions. To lower the SC effective 

temperature range below 200 °C, and simultaneously increase the catalyst NOx conversion 

rate, we propose implementing a small, onboard electrolyzer, supporting the EGA with H2-

deNOx system, enabling efficient SC operation between approximately 100°C and 200°C. 

Our solution aims to produce both ammonia and hydrogen that would be mixed in with the 

exhaust gasses at specific points of the catalyst units, to aid NOx emission reduction during 

cold engine periods e.g. congested city driving. The working principle of H2-deNOx is shown 

in Figure 1. 

 

 
Figure 1. Schematic of the H2-deNOx system integration into the existing exhaust gas aftertreatment line. 

The objective of this research is to simultaneously produce hydrogen and ammonia via 

electrolysis of high concentration urea solutions. The most straightforward option for the 
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electrolyte is an already existing source of urea rich solution in the car - diesel exhaust fluid 

(DEF), also known as AdBlue.  

A vast majority of the research in the urea electrolysis sector is focused on hydrogen 

production from low urea concentration e.g. wastewater, due to overpotential reduction 

compared to water electrolysis [6] [7]. However, the urea oxidation reaction leads to nitrogen 

and carbon-dioxide production at the anode, whereas in our case, we aim for a pathway to 

create ammonia. The feasibility of urea hydrolysis to ammonia has been first reported by G. 

Botte et.al., in 2015, where they introduced a novel electrochemically induced method for 

ammonia synthesis from urea (eU2A) [8]. Later, in 2017, they proposed the responsible 

electrochemical mechanisms of eU2A and pointed out that catalyst conversion from Ni
2+

 to 

Ni
3+

 directly enables the urea hydrolysis reaction [9]. These findings establish a foundation 

for investigating electrochemically induced production of ammonia from urea. 

 

 

Methodology  

After conducting literature research, the main boundary conditions were identified. 

Specifically, it was found that a Nickel-based anode catalyst is required for urea 

decomposition into ammonia, and the OH
-
 transfer must be provided, which can be facilitated 

through the use of an AEM. Another viable method for generating ammonia via urea 

electrolysis supported hydrolysis involves the use of a bipolar membrane. Layering membrane 

electrode assemblies consisting of a proton exchange membrane and an anion exchange 

membrane might offer a promising approach to investigate as a competing technique against 

an AEM electrolyzer, with the aim of diminishing the overpotential of water splitting. 

Additionally, ammonia production is influenced by parameters such as temperature, voltage 

of the cell, and the pH of the electrolyte. We will methodically elucidate each step involved in 

creating a functioning cell that produces sufficient amounts of ammonia and hydrogen for use 

in the NOx selective catalyst. 

 

Initially, we carried out catalyst screening using a rotating disc electrode (RDE) setup for 

specific Ni-based catalysts with different electrolytes at room temperature. The catalyst inks 

consistently contained 20 wt.% of Nafion ionomer to ensure proper particle binding, however, 

solvent ratios were adjusted, when required, for optimal catalyst dispersion. The samples were 

electrochemically analysed under nitrogen purging conditions in pure AdBlue, AdBlue + 0.1 

M KOH, AdBlue + 1 M KOH, and 1 M KOH.  

Subsequently, we focused on electrode preparation and its implications for the cell 

performance. The electrodes were prepared via airbrush spraying of the catalyst ink and its 

deposition on either a membrane, creating a catalyst coated membrane (CCM), or on a porous 

substrate, making a catalyst coated substrate (CCS). It needed to be recognised, that when 

creating a CCM on an AEM, the temperature during spraying had to be close to atmospheric, 

to prevent the ionomer degradation. This led to alcohol-based ink compositions with low 

water content allowing for faster evaporation and preventing the membrane swelling. 

Moreover, further parameters of electrode preparation had to be investigated, such as ink 

water content, catalyst deposition temperature, hot pressing, ionomer content at the anode and 

cathode, and lastly ionomer layering in the catalyst layer. All these parameters have a direct 

impact on performance, creating different catalyst nanostructures. 

In order to qualitatively compare the performance of prepared electrodes, a single cell 

electrolysis testbench was used with an active surface area of 4 cm
2
. For this, all testbench 

operating parameters like temperature and flow were fixed, only the working electrolyte could 

be replaced. Additionally, only standard (reference at DLR) stainless steel components were 

used for the bipolar plates and PTLs, Spectacarb 2050A-1050 carbon paper was used on the 
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cathode side of the membrane electrode assembly (MEA), and a nickel sintered metal fibre 

felt from Bekaert type 2Ni06-020 was used on the anode side of the MEA. All reference cells 

had been compressed with the same torque allowing comparability. For further 

standardisation purposes, we created cell activation protocols and defined specific points for 

representable performance measurements. This way optimum ink loading and electrode 

preparation techniques were defined. The same methodology was used for a comparative 

performance measurements of additional cell functional elements such as AEM kind and 

thickness (various companies), BPP material, PTL structure and material. The existing setup 

was enhanced by a reference hydrogen electrode (RHE) – 3 electrode setup, allowing for a 

separate electrochemical characterisation of cell’ anode and cathode. The aim of such analysis 

is to define the influence of the anodic and cathodic catalysts independently. 

 

As previously mentioned, a bipolar membrane (BPM) can be employed in a urea electrolyser 

to produce ammonia and hydrogen. Based on the anode MEA results from the AEM 

characterisation, and the PEM water electrolysis state of the art for cathode, we will try to 

optimise the interlayer. For a comparative BPM characterisation, a single cell setup will be 

employed again. Finally, to compare the viability of BPM against AEM urea electrolyser, the 

most promising cell setups will be further optimised individually by controlling the anode and 

cathode electrolyte flow as well as setting the maximum possible compression (functional 

materials dependent). Additionally, we will use a differential electrochemical mass 

spectrometry (DEMS) technique to link the performance results with ammonia production 

capabilities of promising cells. 

 

 

Discussion  

 

Through RDE tests, we discovered that pure Nickel is an extremely active catalyst for pure 

AdBlue. This was also observed in the single cell electrolysis testbench with nickel functional 

components. Nevertheless, after the cell was disassembled, it became apparent that nickel 

oxidation had occurred not only at the catalyst but also on the anode PTL and anode BPP, 

resulting in erosion marks and structural damage of the cell. The findings suggest that for pure 

AdBlue operation, nickel components should be avoided within the electrolysis cell, and 

instead stainless steel could be used. However, if KOH is added to the electrolyte, significant 

prevention of nickel oxidation of the anode side BPP and PTL is observed in solutions 

starting from 0.1 M KOH + AdBlue. Furthermore, NiFe catalysts demonstrate superior 

performance in comparison to Ni catalysts once the pH level is raised above ca. 9 pH 

(AdBlue) to ca. 13 pH.  

Due to the corrosive nature of potassium hydroxide, it is advisable to avoid high 

concentrations of the substance in the final use case. One potential solution is the 

implementation of a bipolar membrane, which could reduce the concentration of potassium 

hydroxide without compromising the current density. Another option could be to use an 

immobilised KOH electrolyte, such as a poly gel electrolyte [10]. This method offers inherent 

system safety benefits and is therefore a viable option to consider. 

In addition, the single cell tests performed in a three-electrode setup have revealed that high 

overpotential stems from both the anode and the cathode. Therefore, making it necessary to 

optimise the cathode membrane-electrode assembly, including catalyst selection. To date, we 

have compared the platinum-based catalyst with NiFe or MoCa, with the latter displaying best 

performance so far. It is possible that platinum-based hydrogen evolving catalyst for urea 

electrolysis may not be the most effective choice. In forthcoming studies, we will assess the 

activity and stability of selected cathode catalysts. 
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Conclusions  

The trend toward powertrain hybridization lowers engine temperatures and increases cold-

running characteristics, making it unsuitable for exhaust aftertreatment with existing SCR-

systems. To counteract this, the introduction of an onboard electrolyzer capable of producing 

hydrogen and ammonia is proposed. Via a H2-deNOx, the conversion of NOx to N2 and 

water can be performed at temperatures as low as 80 °C. This technology foresees the use of 

DEF as a urea-rich electrolyte, providing a safe and energy-efficient solution that can be 

easily integrated into existing exhaust lines. In addition, deposits are counteracted by the non-

direct injection of DEF. 

The initial single cell results show a high overvoltage originating from both the anode and 

cathode reactions, as well as a rapid degradation rate that depends on the electrolyte and 

operating conditions. Based on the research results at the MEA and cell levels, a number of 

improvements are proposed and will be investigated experimentally in the future. 

Consequently, further performance improvement should be pursued, as well as the 

development of an operation strategy aimed at stable operation. In addition, the use of the 

bipolar membrane for hydrogen and ammonia production from urea has been successfully 

investigated. Future steps of BPM optimization will include interlayer design and AEM-PEM 

assembly techniques. Functional BPM would allow reduction of KOH concentration.   
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Introduction 

High-temperature fuel cells, HTFCs, membranes mainly consist of  polybenzimidazoles (PBI), 
a basic polymer characterised by an aromatic structure and the presence of a aminated group, 
which is mainly involved in the proton conduction mechanism. The synthesis reaction for this 
material was developed in the 1960s and consists of a condensation polymerization process 
between 3,3'-diaminobenzidine and terephthalic acid. Over the past 10 years, PBI has been 
widely studied and used due to its ability to interact with strong acids [1]. For this reason, PBI 
membranes are generally 'doped' with appropriate molecules and/or fillers in order to achieve 
better performance than Low Temperature Fuel Cells (LTFCs) materials. The impregnation of 
PBI in phosphoric acid (PA) is the technique mainly used for HTFCs as it makes the material 
ductile and highly conductive. The acid serves as a proton carrier, facilitating the proton 
hopping within the membrane, which is crucial for the functioning of the cell [2]. Nowadays, 
PBI is commercially available as a membrane obtained by a cast solvent method. However, 
solution-cast phosphoric acid-doped PBI proton exchange membranes have some 
disadvantages that can negatively affect their long-term durability and performance, including 
(a) high acid adsorption, which can lead to swelling reducing mechanical stability [1]; (b) a 
difficult production process, as solution casting requires hazardous solvents and careful control 
of the production and drying processes to achieve a uniform thickness; (c) mechanical fragility. 
In order to contribute to the development of efficient and durable phosphoric acid-doped PBI-
based Proton Exchange Membranes (PEM) with improved performances, in this contribution 
we want to explore the characteristics and properties of membranes obtained using the 
electrospinning technique. 
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These new electrospun membranes could provide several advantages compared to those 
obtained by solvent casting. In particular, electrospinning could allow precise control of 
membrane morphology and thickness: by adjusting parameters such as polymer concentration, 
solvent composition, and electrospinning conditions, the membrane’s fiber diameter, pore size, 
and overall structure can be tailored to specific requirements. Moreover, electrospun 
membranes could offer a significantly larger surface area compared to conventional casting 
methods, thus facilitating the impregnation and retention of phosphoric acid, which is essential 
for the proton conduction mechanism. Finally, electrospinning will allow the creation of a 
highly interconnected network of ultrafine fibres, typically in the nanometer range [3]. This 
will result in a high surface area-to-volume ratio, which will promote efficient proton 
conduction through the membrane. This morphology will also result in improved mechanical 
properties of the material, as the fibrous structure, with aligned and/or interconnected fibres, 
will provide high tensile strength and good flexibility, ensuring the integrity of the membrane 
during operation. Starting from these materials, it is possible to develop a mathematical Design 
of Experiment (DOE) model from which a correlation between the various electrospinning 
parameters could be noticed, selecting the most influential one in the entire process. This model 
can be coupled with an Analysis of Variance (ANOVA regression), which gives a clear idea 
of which factors most affect the production of these materials. 

 

Methodology 

Electrospinning is an electro-fluid-dynamic process in which a drop of liquid is electrified to 
generate a jet which, subjected to various stretching processes, is stretched to generate fibers. 
A classic experimental setup for electrospinning tests includes a high-voltage power supply, a 
syringe pump, an ejector (usually a hypodermic needle with a blunt tip) and a conductive 
collector. The power supply can be either a direct current or an alternating current. During 
electrospinning, the liquid is extruded from the needle to produce a pendant drop as a result of 
surface tension. Upon electrification, the electrostatic repulsion between surface charges 
having the same sign deforms the droplet into a Taylor cone, from which a charged jet is 
ejected. The jet initially develops in a straight line and then undergoes vigorous lashing 
movements due to bending instabilities. As the jet is stretched into finer diameters, it rapidly 
solidifies, leading to the deposition of solid fibers on the manifold. In general, the 
electrospinning process can be divided into four consecutive stages:  

- Electrification of the liquid droplet and formation of the Taylor cone;  
- Extension of the charged jet along a straight line; 
- Thinning of the jet in the presence of an electric field and growth of the electric bending 

instability (whipping instability); 
- Solidification and collection of the jet as solid fibers on a manifold [4]. 
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Figure 1 - Experimental setup of the electrospinning technique 

 
Polybenzimidazole (poly-[2,2-(m-phenylene)-5,5-bibenzimidazole]) (PBI) based membranes 
have received wide attention, as they are capable of increasing temperature tolerance compared 
to materials conventionally used in PEM Fuel Cells systems; this is due to the excellent 
chemical and thermal stability of PBI. The fabrication of electrospun PBI nanofibres was first 
reported by Kim et al. [5] and, over the past few years, has been improved and further 
implemented. Specifically, the effect of polymer concentration and process parameters on the 
morphology and size of PBI nanofibres has been examined. Through a software elaboration, it 
was possible to define the mathematical model that most closely matched the experimental 
data. Starting from this model, it was possible to understand the main interactions between the 
different factors. 

 

Discussion  

Starting from a commercial PBI solution (S26, PBI Product©, Charlotte, US), several polymer 
solutions have been obtained at different concentrations by dilution in dimethylacetamide 
(DMAc). The modulation of operating parameters such as voltage, flow rate, needle-collector 
distance, temperature, and relative humidity (RH) made it possible to obtain several membrane 
specimens, whose morphology was studied by Scanning Electron Microscopy (SEM) (Fig.2). 
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Figure 2 – Nano fibrous structure evolution by varying Voltage (V), Temperature (T) and Humidity (RH): A) 
V= 20kV; T=25°C; RH=36% - B) V= 15kV; T= 35°C; RH=25% - C) V=20 kV; T= 40 °C; RH= 26% - D) V=20 

kV; T=45 °C; RH=20% 

The performed tests, despite being very preliminary, already show the influence of the explored 
operating parameters on the structure of the membrane. It is possible to note a strong correlation 
between the morphological characteristics of the membranes and the temperature and humidity 
at which the experiment was conducted. At room temperature (25°C) and humidity (36%), PBI 
does not present a well-defined fibrous structure, indeed, the polymer chains are agglomerated 
in clusters due to poor evaporation of the solvent. Instead, tests carried out at higher 
temperatures (between 35 and 45 °C) and variable humidity (20-26%) show an incipient fibrous 
structure with fiber diameters varying in the nanometer range. However, a discontinuous 
structure is evident, which can be attributed to the high viscosity of the polymer solution and, 
consequently, the different behavior of the fluid in the electrification process.  

It is worth pointing out that from a preliminary DOE analysis, it is already possible to identify 
the main parameters influencing the electrospinning process. In Figure 3a, the interaction 
between temperature and humidity is visible from the intersection of the straight line referring 
to the effects derived from the developed mathematical model. This model was made starting 
from the SEM images of the samples and presents as output the average fiber diameter obtained 
for each test. Figure 3b shows the quasi-linear trend for the residual distribution of our model 
as a function of probability. The good agreement between the experimental data and the 
model’s calculated ones returns an R2 close to unity, defining a good correlation between the 
various factors. Hence, increasing temperature and varying humidity allow the obtainment of 
a fibrous structure, which can be further improved through optimization of the operating 
parameters.  
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Figure 3 –Influence of temperature and humidity (a) and residue distribution (b) 

 

Conclusions  

A preliminary DOE analysis aimed at understanding the main parameters influencing the 
electrospinning process has been performed. Further optimization of the experimental 
conditions for the obtainment of PBI fibers will be performed by using the DOE approach and 
the ANOVA statistical regression, to identify the main process parameters that influence the 
chemical and morphological characteristics of the desired material. Afterwards, the resulting 
materials will be doped with phosphoric acid and their electrochemical properties will be tested 
through proton conductivity and impedance analysis (EIS), comparing their performance with 
that of commercially used PBI membranes.  
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Introduction 

Climate change is considered one of the most pressing issues facing humanity today. In order 

to limit climate change, several measures have been taken and green technologies have evolved 

and developed in the recent decades. One technology that is attracting a lot of interest due to 

its promising potential to help limit climate change is hydrogen production based on 

electrolytic water splitting. The importance of electrolytic hydrogen production from water is 

emphasized by the targets set out in the European Hydrogen Strategy (EHS): as hydrogen via 

water electrolysis is seen as crucial for carbon neutrality in 2050, 6 GW of water electrolysis 

capacity is to be installed in the European Union by 2024 and 40 GW by 2030 [1].  

Since the first successful attempts at electrolytic water splitting in 1789 [2], many different 

electrolysis processes have evolved, of which the four technologies shown in Figure 1 are 

considered the most important. 

 
Figure 1: Schematic structure of alkaline electrolysis (AEL), anion exchange membrane electrolysis (AEMEL), 

proton exchange membrane electrolysis (PEMEL), and solid oxide electrolysis (SOEL); adapted from [2] 
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These technologies differ in electrolytes, separators, operating temperature and pressure, 

efficiency, material and more aspects [2]. As mentioned before, the target behind hydrogen 

production via water electrolysis is to help limit climate change. To achieve this, water 

electrolysis technologies should produce hydrogen with the least possible impact on climate 

change. In addition, other environmental impact categories, such as ozone depletion and 

acidification, must also be considered to avoid burden shifting. To evaluate the main water 

electrolysis technologies in terms of their holistic environmental performance, a life cycle 

assessment approach is applied. Due to the transition of the energy supply from a fossil fuel 

dependent to a materials dependent system, concerns about material criticality are being raised 

[3]. Therefore, in addition to the environmental performance, the material criticality 

performance will play an important role in whether or not a technology will prevail. 

 

Methodology 

In order to compare different hydrogen production technologies based on water electrolysis in 

terms of energetic, environmental, and material criticality concerns, assessment methods are 

introduced in the following section. Finally, the multi-criteria optimization aims to find the 

most promising technology regarding the afore mentioned criteria, i. e. energy, environment, 

and material criticality.  

 

1. Energetic Simulation via Mathematical Modeling 

Mathematical modeling is a crucial tool to understand the physicochemical processes taking 

place in water electrolysis cells [4]. Understanding the processes within the electrolysis cell 

provides the opportunity to analyze the impacts of various parameters, e.g. operating 

temperature and pressure, on the cells behavior and to optimize energy management, operation 

conditions, as well as cell shape and size accordingly [5, 6]. From an electrochemical point of 

view, the behavior of a cell is described by the current-voltage characteristics, where the cell 

voltage (𝐸𝑐𝑒𝑙𝑙) is defined as [7]: 

 

𝐸𝑐𝑒𝑙𝑙 = 𝐸𝑟𝑒𝑣 +  𝜂𝑎𝑐𝑡 +  𝑉𝑜ℎ𝑚 +  𝜂𝑑𝑖𝑓𝑓 

 

The reversible cell potential (𝐸𝑟𝑒𝑣) is the minimum voltage that must be applied to the cell in 

order to perform electrochemical water splitting, the activation overpotential (𝜂𝑎𝑐𝑡) represents 

the activation energies that must be overcome to start the hydrogen evolution reaction and 

oxygen evolution reaction, respectively, the ohmic voltage losses (𝑉𝑜ℎ𝑚) are caused by 

electrical resistances of the different cell components, and the diffusion potential (𝜂𝑑𝑖𝑓𝑓) results 

from mass transport limitations [7]. These mechanisms define the current-voltage 

characteristics of the cell and are functions of several parameters, like temperature, pressure, 

current density, cell configuration, and material characteristics. Such mathematical models are 

being developed for the major electrolysis technologies to allow evaluation and optimization 

of operation and comparison of the operating characteristics of the different technologies. 
 

2. Life Cycle Assessment 

The aim of the life cycle assessment (LCA) methodology is to assess the environmental impacts 

of a product along its entire life cycle. This methodology is outlined in DIN EN ISO standards 

14040 and 14044 [8, 9] and, according to these standards, comprises four steps: (i) goal and 

scope definition, (ii) inventory analysis, (iii) impact assessment, and (vi) interpretation. While 

many different LCA approaches have evolved in the recent years, this work focuses on the 

prospective life cycle assessment (pLCA) approach. The pLCA method’s target is to assess 
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emerging technologies that are at an early stage of development in order to provide data on the 

potential environmental impacts in a more distant future when a higher level of technology 

readiness has been achieved [10]. Due to the immaturity of large-scale hydrogen production 

technologies and the forward-looking approach, the pLCA’s complexity is different compared 

to conventional LCA, which takes a retrospective view on systems [11]. Concerns associated 

with pLCA are, for example, lack of data and inherent uncertainties of the technology’s 

development. Nonetheless, insights into the environmental impacts of technologies in early 

development phases are crucial because these phases have the most degrees of freedom in 

development [12] and thus the greatest leverage to avoid potential unintended impacts [13]. 

 

3. Material Criticality Assessment 

In general, material criticality assessment (MCA) evaluates the probability of a supply 

disruption of a material and the vulnerability of an economic system to this disruption [14]. 

Due to the transition from a fossil fuel-intensive to a material-intensive energy system, MCA 

recently attracts wide attention [3]. The growing interest leads to the development of a variety 

of methodologies and indicators that encompass different assessment levels, temporal scopes, 

materials, and further aspects such as geopolitical and social concerns. A closer look at the 

different assessment levels shows that the criticality score of a product, technology, company, 

country or region, or at a global level can be evaluated using MCA [14].  

In this work, the material criticality is assessed using a product-level MCA approach, as it 

provides information that can guide product development and material selection towards lower 

criticality [15]. The two product-level MCA methods considered are:  

 

(i) SH2E criticality indicator based on the European Commission MCA framework 

[16] and developed in the SH2E project [17]: This methodology aims to assign a 

“unitary supply risk” factor to each material included in the European list of critical 

raw materials [16], incorporating domestic production as a factor to reduce the 

supply risk. 

 

(ii) GeoPolRisk Midpoint indicator developed by Gemechu et al. [18] and refined by 

Santillán-Saldivar et al. [19]: In this method, the supply risk potential of materials 

is represented in monetary units. 
 

4. Multi-Criteria Optimization 

The preceding assessments, i.e. energetic simulation, pLCA, and MCA, provide information 

on the energetic, environmental, and criticality performance of different electrolysis 

technologies. Although the results of the technologies in each assessment can be easily 

compared, a comparison of the individual assessments does not necessarily lead to an overall 

conclusion which technology is the best in a considered case. A common approach to define 

the best technology, i.e. the optimum, is to introduce weighting factors for the different 

objectives in order to sum up the results to a single value that can be subsequently optimized. 

However, this approach makes it necessary to decide for a set of weighting factors beforehand. 

Since the choice can be made in many different ways, different sets of weighting factors should 

be studied in terms of their effects on the results, which makes this approach empirical and 

iterative in practice. As a result, efforts have been made to develop more systematic and 

efficient algorithms, multi-purpose numerical tools, and other methods to determine optimal 

solutions [20]. 
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Discussion 

For the four main electrolysis technologies, i.e. AEL, AEMEL, PEMEL, and SOEL, the before 

mentioned assessments are carried out. The mathematical modeling of the electrolysis 

technologies provides information on the electrochemical behavior and the current-voltage 

characteristics, which allows for statements on the efficiency of each technology in certain 

operation modes and an optimization of operation. Based on this, conclusions can be drawn as 

to which technology is most efficient in a particular required operation mode, e.g. for space-

constrained applications at the highest current densities. However, it is assumed that different 

technologies are advantageous for different operational conditions and requirements. Aspects 

that are expected to affect the choice of technology are, for example, the availability of waste 

heat, the flexibility requirements, the space offer, and safety requirements. Nonetheless, apart 

from technical aspects, environmental and material criticality effects must be considered in the 

choice of the most appropriate electrolysis technology in a particular operation mode. These 

aspects are evaluated using the pLCA and the MCA approach. With the help of pLCA not only 

the environmental impacts in terms of global warming are assessed, but also a variety of other 

categories such as ozone layer depletion, water use, and land use are considered. For most 

categories, the pLCA results show a strong correlation with the impacts associated with the 

electricity that is fed to the electrolysis. This means that the environmental impacts of hydrogen 

production based on water electrolysis are strongly dominated by the electricity required for 

the operation even if it will be operated with renewable energy. However, such a future-

oriented pLCA approach incorporates high uncertainty due to many future unknowns, such as 

the technological development of both electrolysis and electrical power systems. Thus, the 

evaluation of different scenarios, e.g. representing low, moderate, and high hydrogen market 

penetration, could give broader insights into potential future developments and their 

environmental implications. Concerns about material criticality currently exist primarily in the 

context of PEMEL, as this technology relies on the use of platinum group metals (PGMs), 

which are now considered particularly critical. Considering a huge expansion of water 

electrolysis, it is questionable whether PEMEL is the technology of choice, as a massive 

expansion of PEMEL would be accompanied by a huge increase in PGM demand. This could 

lead to sharply rising prices, which in turn would make the PEMEL less attractive or would 

result in a substitution of materials, which would affect the technical performance. However, 

the material criticality is assessed based on material supply chain as they are nowadays. For a 

future perspective, information on the future supply situation, e.g. additional supplying 

countries, changed political situations in the supplying countries, and price development, of 

the different materials are required. A prospective MCA would be subject to such a high degree 

of uncertainty that this approach is not being pursued at this time. Another aspect that affects 

material criticality is recycling of materials as it reduces criticality, in general. 

As the brief discussion on results shows, there are several criteria that influence the choice of 

an optimal electrolysis technology under certain circumstances and that there is not one 

technology that provides best performance in all considered assessments. Thus, the aim of the 

multi-criteria optimization is to find the optimum technology, i.e. the technology that provides 

best comprise considering the before generated energy-, environment- and material criticality-

related findings for particular situations. However, depending on the results obtained by the 

before described assessments, the method for handling the multiple criteria must thoroughly be 

chosen. Basically, there are two opposing aspects that affect the choice of a method: 

informative value and computational effort. Considering the intended statements, the method 

that represents the best compromise between these two aspects must be found. Finally, this 

allows for statements on which technology is the best considering energetic, environmental, 

and material criticality belongings under given circumstances. 
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Conclusions  

Hydrogen production based on water electrolysis is considered a key technology in limiting 

global warming. However, various types of water electrolysis have developed in recent 

decades, with AEL, AEMEL, PEMEL, and SOEL being the most important technologies today. 

None of these technologies has yet gained market dominance, and the trend toward any of them 

is not yet foreseeable. Thus, in this work the four named technologies are evaluated in terms 

of their energetic, environmental, and material criticality performance. It is not expected that 

one of these technologies will perform best for all criteria, which is why different technologies 

represent the optimal solution under different preconditions and requirements. In order to 

unleash the full potential of each technology, it must be used under suitable conditions. This 

work presents the respective operation modes with best energetic, environmental, and material-

criticality performance for the named technologies. Furthermore, the work shows that the use 

of certain electrolysis technologies should be avoided under certain circumstances due to 

unfavorable energetic, environmental, or material-criticality properties. Nonetheless, there are 

ways to use the different water electrolysis technologies for hydrogen production in such a way 

that a significant contribution to climate neutrality in 2050 can be expected. 
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Introduction 

 

The increase in global energy demand along with the pollution caused by the use of fossil 

fuels has sent a clear message to use a clean and renewable energy source. The use of 

hydrogen gas along with other renewable energy sources such as solar and wind energy is 

the most promising way to provide sufficient energy [1]–[3]. Hydrogen is the most abundant 

element on earth, which can achieve a maximum efficiency of about 65% in fuel cells. This 

amount is higher than gasoline (22%), diesel (45%) and other fossil fuels. In addition, 

hydrogen is a non-toxic energy source that does not emit any CO2 upon combustion. Water 

vapor and heat are the only byproducts of burning hydrogen [4]. 

The most significant limitation of using hydrogen is finding a safe and cheap way to store 

hydrogen gas. Among all proposed methods for storing hydrogen gas, using nanomaterials 

as a substrate for storing hydrogen molecules is the most promising method [5], [6]. 

Although different kinds of nanomaterials, such as metal-organic frameworks, zeolites, and 

covalent organic frameworks, have been used for hydrogen storage applications, they have 

failed to meet the expectations of the Department of Energy of US (DOE) [7]–[10]. In this 

regard, carbon nanotubes (CNTs) have been used for hydrogen storage applications due to 

their unique properties such as large surface area, lightweight, and the ability to work at 

room temperature [11]–[13]. The most important problem of CNTs is the weak interaction 

between hydrogen gas and the surface of CNTs. In general, CNTs are not able to adsorb 

hydrogen molecules in the range defined by the DOE (0.15-0.6 eV). Surface modification 

of these amazing structures can solve the problem of weak binding energy [14]–[16]. 

In the present work, surface modification of CNTs with different types of impurities has 

been investigated as a promising method for solving the hydrogen storage problem of CNTs. 

Using impurities not only solved the binding energy problem but also increased the 

gravimetric capacity to the value defined by the DOE (5.5 wt%). 

 

 

Methodology  

First principle density functional theory (DFT) implemented in the SIESTA package is used 

to perform the simulations [17]. The exchange-correlation energy is calculated using the 

generalized gradient approximation (GGA) formulated by Perdew-Burke-Ernzerhof (PBE) 

[18]. The Troullier-Martins norm-conserving pseudo-potentials are used to describe the 

potential of atomic cores and related core electrons with valence electrons. The basis wave 

functions are expanded over a set of numerical atomic orbitals (NAOs) at the level of 
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double-ζ plus polarization (DZP). The Hellmann-Feynman theorem is used for all atomic 

relaxation coordinates by minimizing the forces on individual atoms down to less than 0.03 

eV/Å. The van der Waals interaction has been considered through the Grimme dispersion 

potential. Moreover, real space mesh cut-off energy of 150 Ry is chosen. The Brillouin zone 

is sampled by a 4×4×4 k-points grid under the Monkhorst-pack scheme. 

The average binding energy per hydrogen molecule has been calculated using Eq. (1): 

 

Eb (H2) = [
𝐸𝑡𝑜𝑡(𝑑𝑜𝑝𝑒𝑑−𝐶𝑁𝑇)+ 𝐸𝑡𝑜𝑡(𝑖𝐻2)− 𝐸𝑡𝑜𝑡((𝑑𝑜𝑝𝑒𝑑− 𝐶𝑁𝑇)+𝑖𝐻2) 

𝑖
] , (1) 

 

where 𝐸𝑡𝑜𝑡(𝑑𝑜𝑝𝑒𝑑−𝐶𝑁𝑇) is the total energy of the host structure per unit cell, 𝐸𝑡𝑜𝑡(𝑖𝐻2) denotes the 

total energy of i hydrogen molecules, 𝐸𝑡𝑜𝑡((𝑑𝑜𝑝𝑒𝑑− 𝐶𝑁𝑇)+𝑖𝐻2) indicates the total energy of the i 

adsorbed hydrogen molecules on the surface of the doped carbon nanotube per unit cell. 

Mulliken charge transfer analysis is used to calculate the charge transfer between hydrogen 

molecules and the surface of doped-CNT: 

 
𝑞𝑡 = 𝑞(𝑎𝑑𝑠−𝐻2) - 𝑞(𝑖𝑠𝑜−𝐻2) , (2)                                                                                                 

 

where 𝑞(𝑎𝑑𝑠−𝐻2) indicates the total charge of the adsorbed hydrogen molecule and 𝑞(𝑖𝑠𝑜−𝐻2) is 

the total charge of the isolated hydrogen molecule. 

Moreover, Van ’t Hoff’s equation is used to calculate the desorption temperature of 

hydrogen molecules on the surface of nAu-CNT  [19]: 

 

Td = 
𝐸𝑎𝑑𝑠

𝑘𝐵
 (

∆𝑆

𝑅
−  ln 𝑝)

−1

 , (3)                                                                                                                                      

 

where Eads, kB, ∆S, R, and 𝑝 represent the average adsorption energy per hydrogen molecule, 

the Boltzmann constant, the experimentally reported standard molar entropy change at 298 

K [70], the gas constant, and the atmospheric pressure, respectively.  

In addition, the following equation is applied to compute gravimetric storage capacity of 

doped-CNT: 

        

 

wt % = 
𝑖 𝑊𝐻2

𝑖 𝑊𝐻2+  𝑊(𝑑𝑜𝑝𝑒𝑑− 𝐶𝑁𝑇)
 × 100 , (4)                                                                                                  

 

                                                                                           

here i is the number of adsorbed hydrogen molecules, 𝑊𝐻2
 the molecular weight of the 

hydrogen molecule, and 𝑊(𝑑𝑜𝑝𝑒𝑑− 𝐶𝑁𝑇) is the molecular weight of the doped-CNT. 

 

Discussion  

1- Since pure CNTs cannot meet DOE's expectations for hydrogen storage applications, 

modification of these amazing structures has been introduced as an effective method to 

improve the performance of CNTs for hydrogen storage applications. Initially, about 29 

different impurities are added to the surface of single and double-walled CNTs. After 

the relaxation of the doped CNTs structures, the binding energy between different 

impurities and  the surface of single and double-walled CNTs has been calculated 

(Figure 1 (a) and (c)).  The purple region shows the acceptable range of binding energy 

(above 0.5 eV) of different impurities to the surface of CNTs. In the second step, a 

hydrogen molecule has been added to the doped single and double-walled CNTs. The 
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binding energy between a hydrogen molecule and the surface of doped CNTs has been 

shown in Figure 1 (b) and (d). The green region shows the acceptable range for hydrogen 

binding energy defined by the DOE (between 0.15 to 0.6 eV). Among all impurities, 

amazing results have been obtained by adding copper and gold to the surface of CNTs. 

Therefore, these two impurities have been deeply investigated to earn as much 

information as needed.  

Figure 1: (a), (c) Binding Energy between different impurities and the surface of single and double-walled 

CNT. (b), (d) Binding energy between a hydrogen molecule and the surface of doped single and double-

walled CNT. 

Figure 2: (a) Binding energy between hydrogen molecules and the surface of 1Au-CNTs (dashed line: 

the lower boundary of binding energy as defined by DOE). (b) Schematic representation of three 

zigzag CNT nanostructures. 

 

(b) 

204



      

 4 

2- Schematic representation of zigzag CNTs along with binding energies between 

hydrogen molecules and the surface of doped-CNTs are shown in Figure 2 and Figure 

3. 

 

 

 

3- The distribution of charge in pure, doped CNT, and doped CNT after the adsorption of 

eight hydrogen molecules has been shown in Figure 4. As shown in Figure 4, the charge 

is uniformly distributed in pure CNT. After adsorbing eight hydrogen molecules to the 

surface of the doped CNT, the distribution of charge is completely changed, especially 

around the doping. 

 

(b) 
(a) 

Figure 3: (a) Binding energy between hydrogen molecules and the surface of 1Cu-CNTs (dashed line: 

the lower boundary of binding energy as defined by DOE). (b) Schematic representation of three 

zigzag CNT nanostructures. 

 

Figure 4. LDOS of pure, doped, and doped CNT(13,0) after adsorbing eight hydrogen molecules. 
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Conclusions  

 

In the present work, the effect of adding doping to the surface of CNTs on hydrogen storage 

properties has been investigated using density functional theory (DFT). The calculation 

results show that the addition of gold and copper impurities to the surface of CNTs creates 

empty states on the surface of these structures that can be filled by electrons and enhance 

the adsorption of hydrogen. 
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Introduction 

Global warming is one of the greatest challenges facing humanity. Anthropogenic actions 

have led to a significant increase in greenhouse gas (GHG) emissions, which are blamed for 

climate change [1]. Total global CO2 emissions from energy combustion and industrial 

processes reached a new high of 36.8 Gt CO2 in 2022, increasing by 0.9% compared to the 

year 2021 [2]. The effects of historically high GHG are devastating in many cases. Global 

warming is directly or indirectly responsible for increases in the frequency and intensity of 

droughts and heat waves, as well as flooding, salinization, and freezing stress [3]. In 

response to climate change, the European Union (EU) has adopted the European Green Deal, 

which aims to reduce net GHG emissions by at least 55% by 2030 and achieve carbon 

neutrality by 2050 [4]. 

 

Hydrogen has great potential as an energy carrier for all applications that replace fossil fuels. 

The EU has recognized this potential of hydrogen and is planning extensive investments in 

fuel cells and hydrogen technologies (FCH). The European Commission aims to produce 10 

million tons of renewable hydrogen and import 10 million tons by 2030 [5]. Proton exchange 

membranes (PEM) and solid oxide cells (SOC) are the most promising FCH technologies 

for hydrogen utilization. Given the expected rapid commercialization of FCH technologies, 

it is important to consider ecodesign guidelines, especially for the manufacturing and end-

of-life (EoL) phases. Ecodesign guidelines for FCH products are being developed as part of 

the ongoing EU project eGHOST [6]. For the PEMFC, four product concepts are developed 

simulating the expected development in the future with the implementation of the ecodesign 

guidelines. For each product concept, a life cycle assessment (LCA) study is developed, and 

environmental impacts are assessed.  

 

Methodology  

Ecodesign methodology [7] is used to develop product concepts. The goal of ecodesign is 

to reduce the environmental impact as much as possible without reducing the quality of the 

product or changing its functionality [8]. Ecodesign measures address different product 

levels: (i) at the product component level by selecting environmentally friendly materials 

and/or reducing material use, (ii) at the product structure level by optimising production 

techniques, optimising the distribution system, and reducing impacts during the use phase, 

and (iii) at the product system level by optimising the life cycle and optimising the EoL 

system. The focus of the study is on the manufacturing and EoL phases, so only ecodesign 

measures at the product component and product system levels are implemented for product 

concept development. Based on the ecodesign measures, the following product concepts 

were developed for PEMFC: (i) short-term concept, (ii) long-term concept, (iii) optimistic 
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concept, and (iv) disruptive concept. The product concepts are compared with the base case 

concept: 

• The base case concept represents the current state of manufacturing and EoL 

treatment of PEMFC. Only virgin materials are used in the manufacturing phase and 

there is no closed-loop recycling or component reuse in the EoL phase. In the EoL 

phase, the PEMFC stack is broken down into its components. For components made 

of common and easily recyclable materials (steel, copper, plastic), an open recycling 

loop is considered. Other components are landfilled or incinerated, including 

membrane electrode assembly (MEA), which is made of platinum (Pt). There is no 

recycling of Pt. 

• The short-term concept envisions some technological advances in FCH 

technologies that will reduce the mass of some components used in PEMFC. We 

have considered a reduction in the thickness of the bipolar plates, the gas diffusion 

layer, the Pt loading, and the Nafion membrane. In addition, the power-to-weight 

ratio will be increased (less material per power). In the EoL phase, a closed loop of 

Pt recycling is considered. Therefore, 30% of virgin Pt is replaced by recycled Pt in 

the manufacturing phase. The Pt recycling process is implemented in an aggregated 

form in the LCA model, based on the results of the EU partnering project BEST4Hy 

[9], where the recycling of Pt and Nafion is performed at a laboratory scale using 

current and novel recycling technologies. Furthermore, a 30% reuse of end plates is 

assumed. 

• For each product concept, technological advancement of FCH technologies is 

foreseen. In the long-term concept, the reduction of bipolar plates, gas diffusion 

layer, Pt loading, and Nafion membrane is considered due to further thickness 

reduction. The power-to-weight ratio will also be further increased. In the EoL 

phase, an additional 30% reuse of the bipolar plates is assumed. 

• In the optimistic concept, an additional reduction in the thickness of the bipolar 

plates, the Pt loading, and the Nafion membrane is made while increasing the power-

to-weight ratio. In the EoL phase, it is assumed that the Pt recycling process is further 

developed and not only is the Pt recycling rate increased to 70%, but also Nafion 

recycling (30%) is included. The percentage of bipolar plates reused has also 

increased to 67%. 

• In the disruptive concept, the thickness of bipolar plates and gas diffusion layer is 

further reduced while the power-to-weight ratio is increased. In the EoL phase, the 

recycling rates of Pt and Nafion are increased to 95% and the rate of reused bipolar 

plates is increased to 80%. In addition, closed-loop recycling of copper (from current 

collectors) is considered at a rate of 80%.  

 

For the environmental LCA, a standardised methodology is used according to ISO standards 

14040 [10] and 14044 [11]. The functional unit in the study is a piece of 48 kWel PEMFC 

stack with 48 kW electrical power used for passenger transportation in a light vehicle, 

without Balance of Plant components. The electrical output of the PEMFC increases with 

each subsequent product concept, but the life cycle inventory is normalised to the functional 

unit of 48 kWel. The scope of the study includes the manufacturing and EoL phases, the use 

phase is excluded from the study. The environmental impacts are assessed using the 

Environmental Footprint 3.1 assessment methodology. The study considers only the 

following impact categories: Climate Change, Acidification, Eutrophication – Terrestrial, 

Eutrophication – Aquatic Freshwater, Eutrophication – Aquatic Marine, Resource Use – 

Minerals and Metals, and Resource Use – Energy Carriers. The selected impact categories 
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are consistent with the guidance provided in one of the key documents for LCA of FCH 

technologies, the HyGuide [12]. 

 

Results and discussion  

The results of the environmental LCA are shown in Figure 1. The results of each 

environmental impact category considered are presented in a separate diagram. The 

environmental impacts are divided into three life cycle phases (manufacturing phase, reuse 

and circular economy-closed loop recycling, and end-of-life phase) and an additional 

category “avoided impacts” that represents the potential of avoided environmental impacts 

due to open-loop recycling. Recycled materials in open loops enter the free market and are 

used in other applications, reducing their environmental impacts due to the substitution of 

virgin materials, which generally have higher environmental impacts. “Reuse and closed-

loop recycling" processes could be included in both the manufacturing and EoL phases of 

the life cycle since the EoL treatment and the manufacturing of the materials occur in the 

same process. 

 

As shown in Figure 1, the base case has the highest impacts (with and without the avoided 

impacts) for each impact category except eutrophication – freshwater, where the 

environmental impacts are higher in the short-term case (and in the long-term and optimistic 

case when the avoided impacts are included) due to the high environmental impacts of the 

Pt recycling process, the low environmental impacts of virgin Pt production, and the high 

environmental impacts of virgin glass fibre reinforced thermoplastic production. In the 

short-term case, there is a 19% increase in freshwater eutrophication without considering 

avoided impacts. Other product concepts have lower environmental impacts, 25% in the 

long-term case, 33% in the optimistic case and 52% in the disruptive case. 

 

In other impact categories, each product concept has lower environmental impacts than the 

previous one. For the short-term case, the reductions in environmental impact range from 

31% (climate change and resource use – fossils) to 60% (acidification); for the long-term 

case, from 51% (resource use – fossils) to 66% (acidification); for the optimistic case 

between 73% (resource use – fossils) and 90% (acidification), and for the disruptive case 

between 83% (resource use – fossils) and 97% (acidification and resource use – minerals & 

metals). The reductions for the climate change category, which is the most important, are 

31% for the short-term case, 52% for the long-term case, 74% for the optimistic case, and 

85% for the disruptive case.  

 

There is also a step increase in avoided impacts from the base case to the short-term case 

due to the Pt recycling. The Pt recycling process has a higher recycling rate than the usage 

rate of recycling Pt in the short-term concept, therefore some Pt goes to the free market. 

Because virgin Pt production has high environmental impacts in all considered impact 

categories except eutrophication – freshwater, avoided impacts are much higher as in the 

base case, where there is no Pt recycling. With each following product concept (long-term, 

optimistic, and disruptive) avoided impacts are lower since the rates of recycling materials 

are higher (less material goes to the open-loop) and the masses of materials are lower in the 

PEMFC stack.  
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Relative comparisons between different environmental impact categories with and without 

avoided impacts are shown in Figure 2. Environmental impacts for the base case represent 

reference point (100%). In the scenario without avoided impacts, the reductions are clear 

for each subsequent product concept. In the scenario with avoided impacts, the results are 

somewhat skewed because the relative reductions between the base case and the product 

concepts are greater for each impact category, except for Eutrophication – Freshwater, 

which not only has smaller reductions, but the environmental impacts of the product 
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concepts are greater than the environmental impacts of the base case. In this scenario, only 

the disruptive case has lower eutrophication – freshwater than the base case. The relative 

difference between the base case and the product concepts is greater with avoided impacts, 

and the relative differences between the product concepts are also smaller than without 

avoided impacts. 

 

Conclusions 

The study shows the environmental benefits of implementing ecodesign product concepts 

for the PEMFC stack. In each environmental impact category considered, the impacts for 

the product concepts are lower than in the base case, except for the impact category 

Eutrophication – Freshwater, where the impacts are 19% higher in the short-term case due 

to the Pt recycling process. Environmental impacts are reduced between 31% and 60% in 

the short-term case and between 51% and 66% in the long-term case. The reduction in 

climate change is 31% and 52% in the short and long term, respectively. The largest 

contribution to environmental impact comes from the manufacturing phase. The end-of-life 

phase has a much smaller impact but can significantly reduce the environmental impact if 

the components are reused or recycled. 

 

This work was conducted under the eGHOST project funded by the Fuel Cells and 

Hydrogen 2 Joint Undertaking (now Clean Hydrogen Partnership) under Grant Agreement 

No. 101007166 and the Best4Hy project funded by the Fuel Cells and Hydrogen 2 Joint 

Undertaking (now Clean Hydrogen Partnership) under Grant Agreement No. 101007216. 

This Joint Undertaking is supported by the European Union's Horizon 2020 research and 

innovation programme, Hydrogen Europe and Hydrogen Europe Research. 
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Introduction 

 

The European Union (EU)'s push for renewable energy sources is motivated by a 

combination of environmental, economic, energy security, and geopolitical reasons. By 

reducing greenhouse gas emissions from the energy sector and promoting low-carbon 

energy systems, the EU is taking concrete steps towards a more sustainable and climate-

resilient future. In addition, the EU has a very ambitious target of reducing net greenhouse 

gas emissions by at least 55 % by 2030 compared to 1990 levels. [1]. 

Fuel cells are efficient energy conversion systems that transform hydrogen's chemical 

energy, derived from various sources including renewables, into electricity, offering 

compact size, quiet operation, and a reduced environmental footprint, particularly during 

operation. Proton exchange membrane fuel cells (PEMFCs) find wide applications in 

transportation, stationary power generation, and portable electronics, with advantages like 

rapid start-up and high power density. Recent focus has shifted to high-temperature (HT) 

PEMFCs using polybenzimidazole (PBI) membranes doped with phosphoric acid (PA) as a 

promising clean energy solution. Differing from its low temperature counterpart (LT-

PEMFC), the HT-PEMFC offers notable advantages.  

Primarily, operating at temperatures exceeding 120 °C with the specified electrolyte 

simplifies water management by eliminating liquid water during operation. This allows for 

dry supply gases, preventing flooding of the active area, as water on the cathode side is 

produced in a gaseous state [2]–[6].  

Operating in the temperature range of 120 – 200 °C in HT-PEMFCs offers the benefit of 

accelerated electrochemical reactions, enhancing reaction kinetics and producing valuable 

waste heat for applications like heating or cogeneration, thereby boosting the overall 

system's efficiency and versatility [2]–[6]. 

A critical advantage of operating at higher temperatures in HT-PEMFCs is their robust 

tolerance to impurities in hydrogen fuel, allowing the use of less pure sources like reformed 

natural gas or biofuels with CO poisoning up to 30,000 ppm and sulfur contamination up to 

20 ppm. In comparison, LT-PEMFCs have stricter limits (30 ppm for CO and less than 

10 ppm for sulfur), making HT-PEMFCs more suitable for a compact system configuration 

without requiring gas cleaning or humidification [7]. 

Despite some advantages, HT PEMFCs face several challenges, including accelerated 

degradation due to higher operating temperatures and faster degradation during cyclic 

modes of operation such as load cycles [8], potential cycles [9], thermal cycles, and 

start/stop cycles, which may worsen their overall degradation and lead to reduced efficiency 

and shorter lifetime [7], [10], [11]. 
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Methodology  

Theoretical background 

 

Recognizing that the degradation of HT-PEMFCs involves various factors (including carbon 

corrosion, various mechanisms leading to reduction of the Pt surface area, catalyst support 

depletion, and dehydrophobization), evaluation of the carbon corrosion rate is seen as a 

valuable means of collecting data on accelerated degradation that is comprehensive in the 

wider context of HT-PEMFC applications. 

During the start-stop cycles, fuel starvation or reverse current lead to temporary increases 

in the local cathode potential, resulting in an exponential increase in carbon corrosion. In 

phosphoric acid systems, graphitized carbons are the standard choice due to their resistance 

to corrosion in high temperature acidic environments. The creation of oxygen-containing 

surface groups acts as an intermediary step in carbon oxidation to carbon dioxide, influenced 

by variables like time, temperature, and voltage potential. The interplay of various surface 

oxides can significantly affect the balance of catalytic oxide species on the carbon surface, 

potentially leading to electrical isolation, heightened hydrophilicity in the catalyst layer, and 

a diminished connection between the carbon support and catalyst particles. Complete 

oxidation of carbon to CO2 results in the loss of the Pt active surface, changes in the pore 

structure and morphology of the catalyst layer, and dehydrophobization effects on the 

remaining catalyst support. This phenomenon can be attributed to the observation that the 

corrosion of the carbon support leads to thinning of the cathode, which is characterized by 

a decrease in the cathode electrode material and void volume, which in turn increases the 

resistance to oxygen diffusion [8], [12]. 

In a PBI membrane doped with PA, only two acid molecules per PBI repeating unit directly 

interact with the basic pyridnic nitrogen of PBI. It can, therefore, be expected that the bulk 

of this phosphoric acid is more or less mobile within the molecular pores of the membrane. 

Their mobile nature makes it difficult to fix them to the membrane or the electrodes and 

they can migrate from the membrane and the catalyst layer to other components of the cell, 

or even out of the fuel cell, causing performance decay [13], [14]. 

For these technologies to be feasible for commercial use, it is essential to meet specific 

sustainability requirements, which remains a development challenge for some potential HT-

PEMFC applications. The US Department of Energy (DOE) has recommended 

approximately 40,000 hours of operation for stationary applications and 8,000 hours as 2028 

target, requiring minimal performance degradation [15]. Component degradation has a 

significant impact on fuel cell performance and lifetime, making it critical to optimize 

operational parameters, especially during start/stop events, and to understand key 

performance factors and degradation mechanisms. 

 

Experimental setup  

 

The membrane-electrode assembly (MEA) with an active area of 50 cm2 will be tested in 

the Laboratory for Heat and Power at the Faculty of Mechanical Engineering of the 

University of Ljubljana. The tests will be performed on a dedicated test station for PEMFCs 

manufactured by Greenlight Innovation (Canada). This test station, as shown in figure 1, 

offers precise control of critical parameters including fuel cell temperature, gas inlet 

temperature, anode and cathode pressure, gas flow rate, gas humidity, anode and cathode 

gas stoichiometry, and load current of the FC. To achieve and maintain the desired operating 

temperature, we use a Huber Ministat 240 oil system, which can heat or cool the fuel cell 
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system. In addition, a 230 VAC cooling fan can be installed to speed up the cooling process 

of the fuel cell. 

 

 

 

Figure 1: Left: Greenlight Innovation G60, right: assembled cell, clamped in the compression unit and 

connected to the test station 

Greenlight Innovation's Emerald software controls the G60 test station, managing operating 

conditions, recording set values, and logging measured parameters. The Gamry reference 

3000 device characterizes the internal resistance of the fuel cell, with manual or fully 

automated capabilities, including configuration and data logging, accessible through a 

graphical user interface or scripts developed using the Emerald Xcue Editor. 

 

 
Figure 2: Fixture unit and graphite flow field plates 

For start-up and shutdown experiments, single MEAs will be tested - consisting of two gas 

diffusion electrodes (GDEs), one attached per each side of the proton exchange membrane 

- and such assembly is rigidly fixed inside the cell compression unit. The MEAs with an 

active area of 50 cm2 will be used and they were produced by BASF production method. 

The production process of these PBI membranes involves a sol-gel method where 

polyphosphoric acid (PPA) in PBI-PPA solutions is hydrolyzed to PA during the film 

casting process. This results in membranes with a higher PA concentration in the structure, 

with up to 70 PA molecules per PBI repeating unit. These membranes exhibit impressive 

Support frame 
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ionic conductivity reaching up to 0.26 S/cm at 200 °C, along with improved mechanical 

properties at elevated temperatures [16]. 

The GDEs inside the PBI MEAs consist of a macroporous carbon fiber fabric substrate 

approximately 400 μm thick and a catalyst layer approximately 30–50 μm thick deposited 

on the macroporous substrate using an automated process. These resulting GDLs have a 

total catalyst loading of 1.8 mg/cm2 total Pt. The catalyst layers have a porous structure with 

a diverse composite morphology containing a mixture of platinum on carbon Vulcan XC 

72 (C/Pt) and polytetrafluoroethylene (PTFE) as a binder. The C/Pt matrix consists of 

carbon grains in the range of 20–40 nm, which form agglomerates of size 200–400 nm [16].  

The qCf FC50/125 liquid-cooled cell compression unit produced by balticFuelCells consists 

of two primary elements: a fixture cell (figure 2) and a support frame (figure 1). Inside the 

cell fixture are graphite flow field plates with a design of seven parallel channels in a 

tortuous configuration. Meanwhile, the support frame includes a pneumatic cylinder that 

can apply a wide range of clamping pressures that can be adjusted according to the supplied 

air pressure. In addition, the cell compression unit includes coolant loops that facilitate 

external temperature control of the cell, a process managed by the test station's coolant loop. 

 

Discussion 

Various authors employ diverse start-stop protocols to assess carbon corrosion, phosphoric 

acid leaching, and stress degradation. These protocols are conducted at varying 

temperatures, such as 160 °C [12], [17]–[20], 180 °C [21], and 200 °C [22], with the number 

of cycles (20 [18], 50 [20], 100 [22], 157 [21], 1562 [12], [17] and 60 daily, three times per 

week [19]) adjusted based on the observed process and the analysis's specific objectives. 

EIS spectra and polarization curve measurements will be used to monitor the performance 

of the 50 cm2 MEA over 200 start-stop cycles. EIS is chosen because it allows impedance 

spectra to be recorded without changing operating conditions, and EIS measurements will 

be taken after every 10 cycles before continuing with polarization measurements. To 

evaluate the results, we will compare the experimental data with previous research 

conducted by Mlakar et al. [3] with a similar experimental configuration. 

In line with recommendations from previous researchers [3], [8], [11], [17], [23]–[26], 

various break-in procedures will be employed to achieve improved operational 

characteristics and reach the beginning-of-life reference state, before conducting start/stop 

cycling. 

Creating procedures to simulate real-world commercial FC systems during start-up and 

shut-down is essential because these protocols activate degradation mechanisms including 

carbon support corrosion, phosphoric acid leaching and vaporization, as described in the 

introduction. Extreme conditions can impair these processes, resulting in a decline in FC 

performance. For a thorough evaluation, it is crucial to collect substantial experimental data.  

A similar accelerated stress test protocol as described in [3] will be used to test HT-PEMFC. 

The method outlined in table 1 will be used as an initial step to improve and automate start-

stop cycling protocol, as it mimics the start-up and shut-down procedure of conventional 

HT PEMFC systems. The entire protocol was performed using the stoichiometric ratio mode 

and set to 1.25 H2 and 2.5 air. Except for step 2, where the H2 reactant was flushed in at a 

flow rate of 0.222 NL/min for 5 s, and step 10, the air flow was stopped and the H2 flow rate 

was set to at least 0.078 NL/min for 10 min. 

The next goal is reaching reliable and repeatable measurements as the protocol shown in 

table 1 will be used as a reference case. Based on the results and findings in the reference 

case, the start-stop protocol will be modified with the aim of reducing the degradation rate 

caused by repeated start-ups and shut-downs. 

217



      

 5 

 
Table 1: Start-up and shut-down cycle by steps [3] 

Order Step Temperature 

°C  

Current density 

A/cm2 

1 Heating up 0→120 0 

2 Fuel flush for 5 sec 120 0 

3 Heating up 120→160 0.1 

4 Load time = 30 min 160 0.4 

5 EIS measurements 160 0.4 

6 Polarization curve 160 →maximal current 

density 

7 Load time = 15 min 160 0.4 

8 Cooling down 160→120 0.1 

9 Stop air flow, 10 sec 120 0.05 

10 Consume H2 for 10 min 120 0.01 

11 Cooling down 120→< 50 If U > 0.5 V, set q to 

0.01 A/cm2 

 

Conclusions  

The primary objective of this PhD research is to test PBI/H3PO4 based HT-PEMFCs using 

a specific start-stop procedure. To monitor the performance of the 50 cm2 MEA, 

measurements of EIS spectra and polarization curves will be performed. The purpose of this 

testing is to gather practical data on the degradation of HT-PEMFC MEAs when exposed to 

frequent start-ups and shut-downs. Start-stop testing will be performed at specified 

operating points for a predetermined number of cycles. The AST protocol for these start-

stop tests will be based on the findings of previous researchers, an extensive literature 

review, and considering the limitations of the experimental setup. Based on the results and 

findings, established in a reference start-stop protocol, modifications will be implemented 

with the aim of reducing the degradation rate. 
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Introduction 

 

Reducing GHG emissions is a significant challenge for energy-intensive industries with high 

temperature processes such as those used for the production of glass and steel. Oxy-fuel 

combustion is an efficient means to reduce GHG emissions from conventional air combustion, 

where the oxidiser for the combustion process is a supply of pure oxygen instead of air (~80% 

nitrogen by volume). Oxy-fuel combustion enables high efficiency with fuel savings by 

reducing the thermal balance of nitrogen and reducing the heat loses from the exhaust gases as 

consequence of the lower flue gas flow[1,2]. Because there is no nitrogen present in the 

oxidiser, oxy-fuel combustion presents the advantage to increase the CO2 concentration in 

exhaust gas that is more amenable to Carbon Capture and Sequestration (CCS) as post-

combustion CO2 reduction [3]. The absence of nitrogen in the oxidizer stream enables also a 

drastic reduction of Nitrogen Oxide (NOx) emissions.  

 

Another method to decarbonize carbon-intensive industrial processes is with so-called “green” 

hydrogen generated by means of water electrolysis with renewable electricity. Hydrogen is 

considered as a promising candidate to decarbonize the gas supply by displacing methane with 

zero-carbon hydrogen [4]. Oxy-fuel combustors connected to a hydrogen-enriched NG supply 

are expected to experience sufficient combustion stability due to the enhanced flame 

propagation provided by the addition of hydrogen to the fuel blend [5,6]. However, introducing 

hydrogen into the natural gas supply would have several impacts on NG oxy-combustors, 

including increasing flame speed and temperature, both of which could have deleterious effects 

on the combustor hardware. 

 

In order to mitigate excessive temperatures and potential mechanical damage, CO2 and H2O 

dilution of the oxidiser supply are viewed as potential solutions. As these species are both inert 

with respect to the combustion process and possess high specific heats, they induce both a 

chemical and thermal quenching effect on the flame, effectively reducing flame temperatures. 

H2O-dilution is practically easier to implement as it uses commonly available water, but 

presents the disadvantages of  increased risk of metal corrosion and higher heat losses in the 

exhaust gases. In contrast, CO2-dilution is more complex to source, but presents the advantage 

of lowering the corrosion risk and avoiding the condensing issues in the exhaust gases [7,8].   
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Oxy-fuel combustion in industrial furnaces  

 

Over the last two decades, Air Liquide has acquired extensive industrial experience of full oxy-

combustion for the glass, metals, cement and waste treatment industries. This extensive 

expertise and scientific knowledge have been used to develop an innovative oxy-burner 

technology for a large range of fossil fuels [9].  

 

Air Liquide has developed a prototype, coaxial burner for pure H2 with a capacity of 100 kW.  

Hydrogen is injected centrally while the oxidiser (air or oxygen) is injected on the periphery of 

the burner. A series of tests have been carried out to evaluate the full range of the burner, the 

impact of the momentum flux ratio and the change in radiant fraction as a function of the 

residence time. It has been observed that the radiative fraction of hydrogen jet flames decreases 

when compared to other hydrocarbon flames. The main reason is the absence of CO2 radiation 

bands within hydrogen flames.  

 

Because radiative heat transfer plays an integral role in high temperature industrial processes, 

CO2-dilution is considered as a potential method to improve the radiation properties of 

hydrogen flames. As previously mentioned, this dilution also has the additional benefit of 

avoiding excessive flame temperatures during the oxy-combustion process. Therefore, the goal 

of this research is to investigate the impact of CO2-dilution on the behavior of H2-enriched, 

natural gas oxy-flames and the characterization of the radiative heat transfer of such flames. 

Combustion experiments will be conducted on a 15kW burner (i.e. a scaled-down version of 

the Air Liquide burner) with H2-enriched natural gas at the fuel side and CO2-diluted oxygen 

at the oxidiser side (oxy-combustion). In parallel, simplified numerical models will be 

developed to investigate the chemical reaction paths and the radiative heat transfer of the 

flames. 

 

 Experimental setup 

Experimental tests will be performed in an octagonal combustion chamber made of quartz 

walls, with a diameter and a length of 255 and 650 mm respectively. The burner is installed in 

the bottom with the flame burning upward, and the combustion products pass through the 

annular section that is formed by the octagon. The setup runs under atmospheric pressure 

conditions. A picture of the combustion chamber is shown on Figure 1a. 

 

K. Vanoverberghe [10] has used this experimental combustion chamber to investigate the flow, 

turbulence and combustion behavior of premixed swirling jet flames burning natural gas with 

air. In the frame of the current research activities, a new burner has been developed to burn H2-

enriched natural gas with CO2-diluted oxygen as oxidiser. The burner is depicted on Figure 1b 

(3D view) and 1c (Section). 
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                 (a)        (b)          (c) 
 

Figure 1: Combustion Chamber (a) - Burner 3D view (b) and Burner Section view (c) 

 

During experiments, key operational parameters will be changed, namely the H2-concentration 

at the fuel side, the CO2-dilution ratio in the oxidiser and the oxidiser temperature as described 

in Table 1. A flame stability map will be determined by varying the operational parameters 

within the predefined range. In particular the flame blowout limits will be assessed for high 

CO2-dilution rates.  

 

Table 1 : Operating parameters 

 min Max 

Hydrogen percentage in Natural gas 0% 100% 

CO2-dilution rate in the oxidiser flow 50% 85% 

Oxidiser preheating 20°C 300°C 

 

The combustion chamber is equipped with several sensors to continuously monitor the flame. 

The gaseous mass flows are measured and controlled by Brooks Mass Flow Controllers (MFC) 

model SLA-585X. The exhaust gas composition (O2, CO, CO2, NOx, unburned hydrocarbons) 

is measured at the outlet of the combustor using a flue gas analyser STENHØJ SGA 400 for 

low CO2 concentration while high CO2 will be monitored with a gas analyser Fuji electric 

NDIR type infrared gas analyser. For safety purpose, a flame detection system, the Flamonitec 

KLC 10, is installed to assure the safe operation of the burner. 

 

The flame position and shape will be assessed based on OH*-chemiluminescence using a high-

speed camera Photron, a UV lens Nikon, a Hamamatsu image intensifier and 310 nm bandpass 

filter. 

Fuel 

Oxidiser 
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The radiative heat transfer will be experimentally investigated by use of 3 measuring devices: 

flame emission spectroscopy, heat flux sensors and thermocouples. The spectral distribution of 

radiation is measured with a flame emissions spectrometer from Ocean Insight. The spectrum 

range considered in this research is the UV and visible (200-775 nm). Fiber optics will be used 

to collect the light and guide it to the spectrometer. The heat flux will be measured with a 

Gardon gauge water-cooled, high heat flux sensor. The sensor is equipped with a sapphire 

window to measure radiative heat flux only, and not convective heat flux. Probe access via 

small sealable holes in one quartz window allows for the measurement of the temperature field 

in the combustion chamber using a fine wire thermocouple.  

 

 

Numerical investigation 

 

In parallel to the experiments, a simplified numerical investigation will be performed to analyse 

flame characteristics and the radiative heat transfer. The flame reaction zone will be modelled 

using a Chemical Reactor Network (CRN) composed of 3 zones (Figure 2b) [11,12,13]. The 

Jet Expansion Zone (JEZ), representing the core of the flame, is a region of high axial velocity 

with initial entrainment of fluid from the ERZ, the External flue gas Recirculation Zone. The 

ERZ is a zone confined between the flame and the walls where hot exhaust gases are 

recirculated to the burner head. Finally the DownStream Zone (DSZ) is the zone located 

downstream of the flame, where the exhaust gases are leaving the combustion chamber. The 

physical characteristics (length, angle, ...) of the zones will be determined based on the 

experimental results. The JEZ zone will be associated with a Plug Flow Reactor (PFR) while 

ERZ and DSZ zones are associated to Perfect Stirred Reactor (PSR) as illustrated on Figure 2c 

[11,12,13]. 

      (a)              (b)            (c) 

Figure 2: Combustion Chamber (a) – Flame reaction zones (b) - Chemical Reactor Network (c) 

223



      

 5 

A simplified numerical heat transfer model will be developed using a constant absorption 

coefficient based on experimental observation (heat flux and spectral composition). A grey gas 

radiation behavior is considered so that only one Radiative heat Transfer Equation (RTE) has 

to be solved [14]. The experimental data will be used to define the correlation for the CO2 and 

H2O emissivity in frame of radiative heat transfer (in a similar way of the Hottel charts).  The 

Hottel's zonal method will be implemented, as it the most widely used method for calculating 

radiation heat transfer in practical engineering systems. The surface and the volume of the 

combustion chamber is divided into a number of zones, each of which is assumed to have a 

uniform distribution of temperature and radiative properties [15]. 
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Introduction 

In the context of transitioning towards net zero GHG emissions by 2050, it is crucial to achieve 

emission reduction in the transport sector, given that this sector is responsible for 23% of the 

global CO2 emissions [1]. Electrification of vehicles is regarded as the best method to reach 

this goal, as long as the electricity is produced using low-carbon renewable energy sources.  

For light and medium-duty vehicles, lithium-ion batteries are the fastest and most cost-effective 

option to achieve electromobility. However, batteries are less suitable for long-haul and heavy-

duty transport, due to their higher power and capacity requirements. For these applications, 

hydrogen fuel cells are more promising to achieve emission reduction, especially if hydrogen 

is produced with renewable electricity. Indeed, hydrogen has a very high gravimetric energy 

density, and offers much faster refuelling than recharging batteries. However, its volumetric 

energy density at standard temperature and pressure is significantly lower than most other fuels. 

Hence, hydrogen storage requires either extremely high working pressures of 700 bar, or 

liquefication at -253°C to increase its density. As the liquefication process is notably expensive 

and energy intensive, it is only considered for aerospace applications, while pressurizing is the 

accepted solution for most other transport applications (trucks, buses, ships, …).  

 

Storage of gaseous hydrogen at 700 bar is typically done in type IV composite pressure vessels 

(Figure 1), which consist of a polymer liner to ensure hydrogen impermeability, a composite 

overwrap which bears most of the load, and a metallic boss for refuelling operations. In contrast 

to types I, II and III, which are mainly composed of metal, type IV offers a higher strength-to-

weight ratio, a better controlled burst failure, an improved fatigue and corrosion resistance, and 

less hydrogen-embrittlement complications. 
 

 

Figure 1: Composition of type IV pressure vessel, with the composite overwrap consisting of hoop layers in the 

cylindrical part, and helical layers covering the complete tank. 
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Nevertheless, the storage of hydrogen gas at 700 bar poses stringent requirements on the design 

and safety of the pressure vessels. Numerical simulations and experimental testing are useful 

tools to understand how failure can be prevented, and how damage initiation and propagation 

takes place. However, the models used in the industry are based on assumptions which are too 

simplified to fully comprehend the failure mechanisms, and testing is commonly done at full-

scale, which is very expensive and time intensive. Additionally, simulation models in literature 

focus predominantly on burst failure in the cylindrical region of the tank [2]–[6], often neglect 

out-of-plane stresses and/or delamination [3], do not properly include the winding angles [4], 

and do not incorporate the influence of manufacturing defects [2]–[6]. Thus, these simulation 

models can only partially capture the damage processes, while a clear gap in understanding 

failure mechanisms in hydrogen pressure vessels remains, especially in fatigue. 

 
Methodology  

This research aims to overcome these gaps in the state-of-the-art by developing an analytical, 

numerical, and experimental framework to acquire a deeper understanding of failure initiation 

and propagation in type IV composite pressure vessels. In particular, it is focused on fatigue 

failure, which is caused by cyclic filling and emptying of the tank, and burst failure.  

 

In the analytical framework, a tool is developed to make quick estimations on the required wall 

thickness and optimal fibre angles of the composite laminate. Typically, preliminary design of 

composite pressure vessels is done with netting theory, which assumes that the fibres support 

all the internal pressure and neglects the effect of the matrix. In this research, a more precise 

analytical model will be developed that also incorporates the matrix and is based on the 

classical lamination theory in cylindrical and spherical coordinates.  

 

The numerical framework concentrates on simulations of the tank under burst and fatigue 

loading, in which both intra- and interlaminar damage is included. Ply cracking, fibre fracture 

and delamination are the main failure modes that should be incorporated in these types of 

simulations. Indeed, early ply cracking in fatigue, delamination in the dome region and 

insufficient exploitation of the carbon fibre strength have already been observed 

experimentally. In addition, defects can arise during manufacturing, such as fibre volume 

variations, voids between the plies, and thermal stresses due to cooling after post-curing (Figure 

2). These manufacturing defects will also be included in the simulation models, and their 

impact on burst and fatigue failure will be assessed.  

 

       
Figure 2: Schematic overview of the most important manufacturing defects in composite pressure vessels.  

In the experimental framework, input and validation data will be acquired for the models, which 

involves both burst and fatigue loading data, and statistical data to include the manufacturing 

defects in the models. Furthermore, it is targeted here to develop representative small-scale 

coupon tests that can replace full-scale testing which is now the practice in the industry.  
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Discussion   

First, it is anticipated that out-of-plane stresses should be included in the simulation models in 

order to reproduce damage initiation and propagation correctly. More specifically, this research 

hopes to demonstrate that the transverse shear stresses in the dome region are essential in the 

process of fatigue failure. Indeed, due to the high working pressure in the tank, extremely large 

forces act on the dome region which can lead to significant transverse shear stresses given the 

high thickness of the composite laminate. For example, at a nominal working pressure of 700 

bar, the axial force working on the dome is equal to 3.4 MN (Figure 3). It is predicted here that 

these transverse shear stresses are responsible for the experimentally observed delaminations 

in the dome region. This is a huge innovation with respect to present models, which often 

neglect out-of-plane stresses and focus only on burst failure in the cylindrical region. 

 

        
Figure 3: Schematic drawing of the development of transverse shear stresses in the tank. 

Furthermore, this research aims to understand the influence of manufacturing defects on 

damage initiation and propagation in hydrogen pressure vessels. First, it is targeted to integrate 

the effect of both fibre volume variations and voids in the tank. It can be understood that during 

filament winding of the helical and hoop layers (Figure 1), the inner layers experience a 

stronger compaction compared to the outer layers, resulting in higher fibre volume fractions, 

and therefore altered axial strengths in the innermost layers. In addition, the reduced amount 

of resin between the carbon fibres in this region leads to stress concentrations, which results in 

decreased transverse tensile and shear strengths. Moreover, the higher volume fraction of resin 

in the outer layers makes this region more susceptible to porosity. Previous observations have 

shown that these voids are typically flattened and are located between plies (Figure 2). 

Secondly, it is expected that thermal stresses will arise in the tank after post-curing, since the 

coefficients of thermal expansion are different for the liner, epoxy, carbon fibre and metal boss. 
 

Lastly, it is intended that the developed models will yield a more complete understanding of 

the complex stress state of the tank, which will allow for the design of representative small-

scale coupon tests which can mimic the different stress states. In the ideal scenario, a complete 

tank could be cut into different pieces on which different tests could be performed, instead of 

using a complete tank for one single burst or fatigue test.  

 
Conclusions  

This research wants to produce a better comprehending of damage initiation and propagation 

of type IV composite pressure vessels subjected to burst and fatigue loading. For this, it is 

counted on the development of more accurate and inclusive analytical and numerical models 

with respect to the-state-of-the-art. Moreover, the complex stress state of the tank is aimed to 

be reproduced by designing representative small-scale coupon tests.  
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Introduction 

Accidental explosions are one of the main risks associated with using hydrogen systems and 

can result in significant financial losses, harm, or even death. Therefore, it is crucial to 

understand the physics of these explosions to implement correct safety measures. Large-scale 

tests are costly in terms of time, money, and resources. Thus, in performing safety assessments, 

Computational Fluid Dynamics (CFD) can be used as a prevalent tool for predicting the 

outcomes of gas explosions, offering a cost-effective and efficient approach. Most accidental 

releases of flammable gases and vapor do not find an ignition source, while those that do ignite 

mainly result in deflagrations that generate low to moderate overpressure. However, under 

some circumstances, a slow deflagration can transfer to a fast deflagration that accelerates to a 

critical velocity. Turbulence influences the propagating laminar flame sheet by inducing 

wrinkling and stretching, thereby expanding the flame's surface area. This phenomenon 

accelerates the flame speed and facilitates the transition from deflagration to detonation (DDT). 

This sequence can be succeeded by a propagating detonation, that rapidly consumes the 

remaining combustible cloud, resulting in the most catastrophic accident conceivable [1], [2].  

In the present work, a 2D numerical study of flame acceleration and DDT in a fuel-rich 

homogeneous hydrogen-air mixture in an obstructed channel has been conducted. The solver 

blastXiFoam developed on the OpenFOAM platform by Synthetic Applied Technologies, 

developers of the open-source blastFoam library [3], has been benchmarked against an 

experimental study conducted by Gaathaug A.V. et al. [4], [5]. blastXiFoam solver is an 

extension of the standard OpenFOAM XiFoam solver, a transient solver for compressible 

premix combustion with turbulence modeling. The main difference is that the flux schemes 

implemented in the blastFoam solver are used to transport the conserved quantities in 

blastXiFoam. In the context of blastXiFoam, an approach employing an approximate Riemann 

solver, such as the HLLC (Harten-Lax-van Leer-Contact) commonly used by other specialized 

codes for capturing precise shock propagation that better describes a shock-flame interaction 

[2], [6], is implemented. The blastFoam user guide is recommended to further explain the 

methods implemented in the code and all the available options [3].  

This paper is organized as follows: firstly, the theoretical background of the governing equation 

used for reactive, compressible flow, turbulence modeling and premix combustion model is 

presented. Next, numerical methods and numerical setup used in the simulation are described. 

The last section is dedicated to numerical results with discussion and outlined conclusions.  

 

Conservation Equations Governing Combusting Flow  

This section briefly introduces the conservation equations for reacting flows, turbulence 

modeling and the premix turbulent combustion model. The governing equation for reactive 

flow is used in the following form (continuity and momentum equations are the same for the 

reactive and non-reactive flow, but it should be noted that density in combusting flow is a 

variable dependent on pressure, temperature and species concentration [7]): 
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 Continuity equation (combustion does not generate mass): 

 
𝜕𝜌

𝜕𝑡
 +  

𝜕

𝜕𝑥𝑖

(𝜌𝑢𝑖) = 0                                                        (1)  

 

 Conservation of momentum: 

 

 
𝜕

𝜕𝑡
(𝜌𝑢𝑖)  +  

𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖𝑢𝑗)  =  − 

𝜕𝑝

𝜕𝑥𝑖
+  

𝜕𝜏𝑖𝑗

𝜕𝑥𝑖
+  𝐹𝑖                                    (2) 

 

Where 𝜏𝑖𝑗 is the viscous stress tensor, and 𝐹𝑖 is the body force (which includes gravity).  

The energy equation plays a crucial role in reactive flows and can be treated in terms of the 

absolute enthalpy formulation or the internal energy formulation. Following is the absolute 

enthalpy formulation, where K is the specific kinetic energy, and P is the thermodynamic 

pressure (absolute). In this formulation, no chemical heating source is added since absolute 

enthalpy ℎ𝑎 already contains the chemical enthalpy. 

 

 
𝜕

𝜕𝑡
(𝜌ℎ𝑎)  +  

𝜕

𝜕𝑥𝑖

(𝜌𝑢𝑖ℎ𝑎) +  
𝜕

𝜕𝑡
(𝜌𝐾) + 

𝜕

𝜕𝑥𝑖

(𝜌𝑢𝑖𝐾) =  
𝜕𝑃

𝜕𝑡
 +  

𝜕

𝜕𝑥𝑖
 [(

𝜇

𝑃𝑟
+

𝜇𝑡

𝑃𝑟𝑡
)

𝜕ℎ𝑎

𝜕𝑥𝑖
]       (3) 

 

The Reynolds-averaged Navier-Stokes (RANS) k-omega SST turbulence model with wall 

functions was used in this simulation.  The turbulence modeling is crucial for accurately 

predicting scalar transport and the interaction between turbulence and flame. The equations 

governing the turbulence model introduced by Menter can be found in [8].  

The following section discusses the formulation of the transport equation used by flame-

wrinkling turbulent combustion mode. When modeling premix turbulent combustion 

phenomena, the interaction between turbulence and chemical reactions needs to be solved. 

Different combustion models have been developed and tested to solve this interaction, such as 

the eddy breakup model, the eddy dissipation concept, turbulent flame speed closure, the 

coherent flamelet model and the algebraic flame surface wrinkling model, to name a few [9]. 

In the current numerical study, since the chemical reaction of hydrogen-air mixtures happens 

much faster than the turbulent fluctuations in the gas, the region where the concentration of 

chemical species changes significantly is small compared to the entire domain. Therefore, it is 

valid to approximate the transport equation of every individual species with a single transport 

equation for the progress variable [10].  

OpenFOAM solver XiFoam uses a flame-wrinkling turbulent combustion model developed by 

Weller H. G. et al. [11]. The model uses the laminar-flamelet approach to create a set of 

transport equations that describe the complex combustion process. Flamelet modeling of 

premixed turbulent flame through the Bray-Moss-Libby (BML) theory involves tracking a 

progress variable c for a global reaction. The BML model's fundamental premise is that the 

product can exist in one of three states in a premixed turbulent flame: an unreacted state with 

c = 0, a completely reacted state with c = 1, or an intermediate state with varying degrees of 

reactiveness. A progress variable c can be defined by quantities such as temperature or reactant 

mass fraction that is bounded by a single value in the burned gas (b) and the fresh gas (f) [12]. 

 

𝑐 =  
𝑇 −  𝑇𝑓

𝑇𝑏 − 𝑇𝑓
                                                                      (4) 

Weller’s combustion model [11] instead of solving for progress variable c, solves a transport 

equation for the density-weighted mean reaction regress variable b. 

230



      

 3 

 

𝑏 =  1 − 𝑐                                                                  (5) 

 

𝜕

𝜕𝑡
(𝜌𝑏)  +  ∇ ∙ (𝜌𝒖𝑏) −  ∇ ∙ (

𝜇𝑡

𝑆𝑐𝑡

∇𝑏 +  𝜌𝛼)  =  −  𝜌𝑢𝑆𝑢𝛯|∇𝑏|                   (6) 

 

A detailed description of the transport equation and flame wrinkling factor 𝛯 (Xi) can be found 

in [9], [11], [13]. 

 

Numerical Setup 

The experimental setup used in this study is based on experiments conducted by Gaathaug A. 

V. et al. [4], [5]. The gas mixture under study was a homogeneous blend of hydrogen and air, 

with a hydrogen concentration of 35 vol% (σ=1.1). The investigated geometry was a 3 m long 

channel with a 0.1 x 0.1 m2 square cross-section, where one end was closed, and the other end 

was open to the atmosphere. A single obstacle was placed 1m from the close end (creating an 

84% blocked ratio) while the mixture was ignited at the close end. Figure 1 illustrates a 2D 

representation of the experimental configuration employed in this numerical simulation, 

including a schematic illustration of flame front propagation and positions of 3 pressure 

sensors. 

 
Figure 1: Experimental configuration (the change from laminar to turbulent deflagration 

occurs in Regions 1-3, while detonation occurs in Region 4) 

 

The resolution of the 2D mesh is 1 mm per square cell, which comprises 299 160 orthogonal 

hexahedral elements with an aspect ratio of 1. In this study, the mesh independence study was 

not carried out, but the chosen mesh size was based on previous numerical studies of FA and 

DDT with similar setups [2], [4], [14]. One can contact the corresponding author for the list of 

boundaries and initial conditions defined in the simulation.  

An essential part of modeling premix combustion using blastXiFoam is the calculation of the 

thermophysical and transport properties of the unburnt/burnt mixtures. The OpenFOAM 

blastXiFoam solver requires the definition of the Sutherland law to calculate dynamic viscosity 

and JANAF table coefficients for 𝐶𝑝. In this study, the thermophysical and transport properties 

of the gas mixture were obtained using the open-source code mech2Foam developed by 

Henriksen M. et al. [15]. mech2Foam code uses Cantera in its subroutine to calculate the mole 

weights, NASA polynomial coefficients, and Southerland coefficients. Code requires 

specification of initial parameters, such as the fuel and oxidizer composition, the initial 

pressure, temperature, and reaction mechanism (as GRI-Mech). Furthermore, in the simulation, 

combustion properties are defined by the Gulders formulation, which is used to calculate the 

laminar flame speed. Users must define the fuel and its corresponding Gulder coefficients for 

laminar flame speed computation to utilize the Gulders formulation; these coefficients are 

generated by mech2Foam. When defining XiModel, the model for flame wrinkling Xi (𝛯), 

algebraic formulation is used.  

The governing equations in OpenFOAM were solved with the collocated finite volume method 

(FVM). HLLC Riemann solver is used to calculate numerical fluxes. The explicit Euler method 
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with first-order accuracy was employed for the time discretization. For gradient discretization, 

the least-square cell-based method with a gradient limiter was utilized to prevent oscillations. 

The convective terms were discretized using a first-order accurate limited linear scheme, where 

the amount of upwind can be controlled by a blending coefficient between 0 and 1, where one 

strongly limits the unwinding, and zero is a pure linear scheme. The diffusive terms were 

discretized using a second-order cantered differences scheme. The time step interval was 

chosen using an adaptive method that limited the CFL number to 0.5.  

 

Results and discussion 

This section discusses the numerical results and is divided into two main sections, which are 

the flame propagation before and after the obstacle. The first part of the discussion will be 

regarding Figure 2. The initial phase of the explosion involves the propagation of a laminar 

flame, which moves at a speed determined by the laminar burning velocity and the density 

difference across the flame front. The tulip flame that can be seen at 9 ms is caused by 

baroclinic instability influenced by the reflection of pressure waves of the obstacle. This is also 

why we observed fluctuations in the velocity and pressure plot. However, the laminar flame 

propagation phase is relatively short-lived and is soon succeeded by a "wrinkled" flame phase. 

In most accidental explosions, this wrinkled flame phase can persist over considerable 

distances of flame propagation. Consequently, it holds greater significance than the initial 

laminar phase. Due to the expansion in the flame area and thus the burning rate, the flame 

propagation speed in the wrinkled flame can be several times higher than in the laminar flame. 

As a result of turbulence generated by obstacles or boundary layers, the wrinkled flame 

eventually evolves into a turbulent flame brush. This transformation leads to further flame 

acceleration due to the increased surface area of the laminar flamelets within the flame brush. 

 

Figure 2: Flame acceleration in first 1 m of channel before obstacle and velocity/pressure plot 

 

Following, we examine Figure 3, which illustrates a jet flame as it exits the first half of the 

chamber through the obstacle. The pressure gradient, a common way to visualize supersonic 

flows, is shown in the left picture. The reader will have an easier time visualizing the reaction 

zone between the approaching detonation wave and the flame front due to the red line's 

representation of the flame front. Numerical results show that the jet flame creates a weak 

shock after exiting the obstacle. In the zone between the jet flame front and weak shock on the 
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upper side, a local hot spot occurs and creates a local "explosion." The local "explosion" occurs 

in the jet due to the high turbulence levels and large velocity gradients, which generate shock 

waves. The reflection of these shock waves at the walls forms Mach-reflections where the 

reactant gas temperature increases to cause a DDT.   

 
Figure 3: Detonation initiation and propagation after the obstacle and velocity/pressure plot 

 

Compared to the experiments in [4] and [5], the numerical solution shows great agreement with 

the prediction of overpressure and velocity speeds of the flame front. Moreover, both 

experiments and simulations observed that the blast from an explosion at one wall can initiate 

an explosion at the other wall. Numerical results show the underlying physic of flame in the 

deflagrating regime with the transition to detonation, where the mechanism of detonation as a 

shock wave, reaction zone, detonation front, transverse detonation wave and reflected pressure 

wave with shock focusing can be observed. On the other hand, in experiments, DDT occurs 

further on in the channel after exiting the obstacle, and it is initiated by a local "explosion" far 

behind the leading edge of the flame. The flame-jet interaction in the simulation causes the 

reaction rate to increase unrealistically fast, leading to earlier detonation onset. Further 

understanding of the reaction rate switch in blastXiFoam and enhancements in the numerical 

approach (higher order numerical schemes) will be pursued in subsequent work. 

 

Summary and Conclusions  

This study utilizes the blastXiFoam solver on the OpenFOAM platform to study flame 

dynamics, focusing on flame acceleration and Deflagration to Detonation Transition (DDT) of 

premix homogeneous hydrogen-air mixture within an obstructed channel. The flame-wrinkling 

combustion model with the HLLC scheme, for accurate shock capturing, is used. Results 

demonstrate the evolution from laminar to wrinkled flames, emphasizing baroclinic 

instabilities and turbulence's pivotal role in flame acceleration. The wrinkled flame ultimately 

transforms into a turbulent flame brush, significantly accelerating flame propagation. 

Moreover, the study reveals intricate flame behaviors after an obstacle, showcasing the 

potential for local "explosions" that may lead transition to detonation when reaching the wall. 

Numerical studies show good agreement with experiments regarding overpressure and flame 

front velocity predictions. DDT occurs in the numerical analysis, but the underlying 

mechanism of initiation and position in the channel differs from experimental observations. In 
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conclusion, this research helps us to better understand hydrogen explosion in confined 

obstructed spaces, and the numerical methods used to solve governing equations of combusting 

flow, therefore offering a foundation for enhanced safety studies.  
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Introduction 

One of the main hurdles in the large-scale roll-out of a hydrogen-based economy is 

efficient storage of the hydrogen gas. For current – comparably small – applications the 

use of hydrogen gas tanks provides sufficient storage, but on a large industrial scale the 

low storage capacity of these hydrogen gas tanks, often only about 2 wt.% for metallic 

tanks is insufficient. Considering (intercontinental) transport, the use of hydrogen gas 

tanks becomes even more problematic. Cryogenic storage of hydrogen is more efficient on 

a mass and volume based, but the low temperatures required to liquify hydrogen (20 K) 

place a large energy penalty on the system. Large scale handling of cryogenic liquids like 

LNG has become more standard practice but is still a lot less efficient than handling and 

transport of liquids. It is on this advantage that Liquid Organic Hydrogen Carriers (LOHC) 

are trying to capitalize. LOHC are organic carrier molecules that can store hydrogen by 

hydrogenation reactions, the molecule then becomes a charged carrier, which is a stable 

liquid product that can be stored at room temperature and ambient pressure. In this work 

we focus on the molecule dibenzyltoluene (DBT) which is able to store 6.2 wt.% of 

hydrogen or 56 g L-1, at ambient conditions and exists as a colorless inflammable liquid 

with a viscosity roughly double that of water. The charged LOHC molecule is called 

perhydro-dibenzyltoluene or H18DBT. Via a chemical dehydrogenation step, the hydrogen 

can be released from this molecule, and the original DBT carrier can be reused for 

subsequent hydrogen storage steps, with minimal losses (<0.1 wt.%) of the carrier material 

in the entire cycle.[1] 

The current oil-based industry is well adapted to transport and store this LOHC molecule, 

as ships, pipelines, storage tanks and trucks already exist to transport (crude) oil. There are 

two larger challenges with the use of this molecule. Firstly, the spend carrier has to be 

brought back to hydrogenation plants, so there needs to be an additional transport cycle in 

comparison with fossil fuels. Secondly, the dehydrogenation step is highly endothermic 

(ΔH_R^0≈ 65 kJ mol-1H2) and requires an energy flux of around 570 K for hydrogen to 

be released in the presence of a heterogenous catalyst (usually Pt/Al2O3).[2] It is on this 

process that my PhD focusses to make this process as efficient as possible, to minimize 

energy loss in this step. The strategy that we chose was to investigate the use of 

fluidization of the catalyst beads. This has a twofold purpose, not only is the fluidization 

beneficial for the heat transfer of the liquid to the catalyst surface (which cools down due 

to the endothermic nature of the process), it also helps in the removal hydrogen from the 

catalytic surface due to the shear stress induced by liquid and solid movement. The 

volume expansion upon hydrogen release from the liquid is huge, theoretically, 1 mL of 

H18DBT can yield up to 650 mL of hydrogen gas.[3] This volume expansion causes 

catalyst dewetting, which lowers the efficiency of the process, since hydrogen is only 
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being released upon contact of the LOHC liquid with the catalyst surface. Efficient 

removal of hydrogen is thus a key step to improve the process. [4] 

The efficiency of hydrogen removal is studied throughout this PhD via both a 

computational and experimental method. Firstly, I studied with a cold flow setup the 

concept of a swirling fluidized bed reactor, which uses a centrifugal field to aid in the 

removal of hydrogen from the catalyst surface. This was done via combined CFD 

simulations and validation experiments in our 25 L cold flow mock-up system. Next, I 

investigated several possible settings in our simulation for three phase fluidization 

systems, to have more accurate liquid – gas – solid simulations. These simulations were 

compared to an in house created 2D – fluidized bed reactor characterized using image 

analysis techniques, including Particle Image Velocimetry (PIV), Particle Tracking 

Velocimetry (PTV) and Digital Image Analysis (DIA). Thirdly, I programmed a custom 

chemical source term to study the hydrogen release from LOHC, which allows us to 

simulate the hydrogen release rate from the catalyst using a Eulerian – Eulerian approach. 

This should lead to CFD simulations to design new reactors for improved hydrogen 

release from H18DBT.  
 

Methodology  

CFD simulations conducted in this work were conducted using the opensource CFD 

software program OpenFOAM, both version 8 and version 11 have been used. The 

multiphase nature of the simulation and especially the nature of the dense particle bed 

pushed us towards the use of Eulerian - Eulerian solvers, called multiphaseEulerFoam 

(version 8) or the multiphaseEuler solver module in version 11. The turbulent nature of the 

flows were modeled using the kOmegaSST model, from Menter. [5] The particle behavior 

was described by using the kinetic theory of granular flow (KTGF).  

 

Two different source term approaches have been used in this work. For cold flow analysis, 

a general mass-based source term has been used that generates gas, inside a set control 

volume (i.e., a cellZone, in OpenFOAM terms). To mimic the release of hydrogen during 

the reaction of H18DBT a custom-made source term was programmed whereby the 

hydrogen release rate depended on the amount of catalyst present inside each cell of the 

mesh. This approach was used since there is currently no solver in the OpenFOAM 

framework that allows for heterogenous catalytic reactions of liquid phase flows. The 

custom-made source term is based on existing mass-based source terms. Although, mass-

based source terms often suffer from stiffness in the initial solution, the low mass flux of 

hydrogen compared to the liquid/solid mass keeps this effect minimal. Due to the 

computationally complex nature of the three-phase system, Courant numbers during the 

simulation are always kept below 0.1, which furthers reduced the stiffness induced by the 

hydrogen source term.  

 

Three image analysis techniques were used: PIV, PTV and DIA, to study the behaviour of 

cold flow liquid – gas – solid systems. For the PIV a PCO Panda 26 DS sCMOS Camera 

has been used, combined with a Rodagon 35 lens. The Matlab extension PIVlab [6] has 

been used for image postprocessing. The PTV and DIA relied on images taken using a 

Sony Cybershot camera with a 9.1 Megapixel camera, image analysis was done with the 

opensource software package imageJ and the trackMate extension, [7] after a pre-

processing step in Matlab to generate binary black and white images.  
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Discussion  

In this PhD thesis the first section that was studied was the use of a swirling fluidized bed 

reactor for the dehydrogenation reaction of H18DBT. This new reactor concept was studied 

via a cold-flow mockup study. Instead of using H18DBT, H2 and Al2O3 catalysts, a system 

with similar hydrodynamic properties was used with water, Ar, and glass beads as the 

catalyst to keep Reynolds and Stokes numbers similar to those expected in a reactive 

system.  

Figure 1 depicts the operation of this new swirling fluidized bed reactor. Liquid is inserted 

via the bottom two inlet regions, gas in this cold flow mockup was injected via a gas 

diffuser placed in the center of the reactor bottom plate. On Figure 1,  it shows that the 

beads do no fluidize when there is no gas generation. With gas flow enabled the catalyst 

bed was agitated by the combined liquid and gas flow. The movement of the particles 

showed a rotational pattern that followed closely the pattern of the liquid movement near 

the walls. There was a positive slip velocity of the liquid exerted on the glass beads which 

in reactive mode would enhance the gas removal from the catalyst surface. One of the 

main goals of this reactor design. [8] 

 

 

Figure 1 Comparison between simulations and experiments. a) Reactor operation without gas flow, showing 

little to no movement of the solid bed. b) Reactor operation with 50 LPM of water and 10 LPM gas flow, 

showing the fluidization of the glass beads (painted in yellow for better visualization). The cut-off value for the 

CFD – contour plot of the volume fraction of the solids was set to 0.15.  

a) 

b) 
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From the results on Figure 1, it was observed that the CFD simulation was not successful 

in capturing the exact bed height that was achieved in the swirling fluidized bed reactor. 

To deal with this, an improvement to the interphase exchange models (especially drag 

models) required for solving the liquid – gas – solid momentum equations was proposed. 

To investigate the use of improved drag models, image analysis was used to study a 

pseudo – 2D fluidized bed reactor. And compare the results to CFD simulations. Operation 

of the fluidized bed reactor can be seen on: https://youtu.be/X9Qnug7ixHY . The selection 

of improved interphase exchange parameters for the pseudo-2D fluidized bed was able to 

obtain an estimation of the observed bed height withing a deviation of less than 1 mm, 

analyzed using DIA. By using PTV, it was attempted to track the particle movements 

throughout the bed, by the use of black tracer particles, a snapshot of these particle 

trajectories is shown on Figure 2. From this image it is clear that the movement of the 

particles is very chaotic. However, the CFD snapshot shows three clear regions, a 

recirculation area near the bottom of the bed. A downcomer region near the walls of the 

reactor and an upwards moving center region. These dominant trajectories, especially 

those close to the wall can also be seen on the particle tracking results. Velocities obtained 

from both the PTV and CFD images were in the same order of magnitude, 0.05 m s
-1

. The 

recirculation area at the bottom of the reactor, which has a more constant dominant flow 

profile than the rest of the bed will be studied using PIV. Ultimately, the simulations 

settings will be compared based on three different aspects, the prediction of the particle 

bed height, the prediction of the velocity magnitude of downwards moving particles near 

the wall, and the height and velocity within the recirculation zone. The drag models of 

Schiller and Naumann; Ishii and Zuber; Tomiyama; Syamlal and O’Brien; and that of Lin 

will be compared for the accuracy in the liquid – gas – solid system.  

 

Ultimately, the goal of this research is to obtain CFD simulations that are capable of 

capturing liquid – gas – solid interactions with a high accuracy which is required to 

simulate the dehydrogenation reaction of H18DBT. Using a source term approach to mimic 

a) b) c) 

Figure 2 Image analysis of the liquid - gas - solid pseudo- 2D 

fluidized bed reactor. a) the unprocessed image, b) the 

particle trajectories analyzed by PTV, c) the processed CFD 

images of the dominant particle trajectories.  
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the hydrogen evolution of the H2 gas from the catalyst particles. This would then in turn 

allow for simulations to improve the reactor geometry, specifically the geometry shown in 

Figure 1, to improve the power density of the dehydrogenation system. 

 

Conclusions  

The goal of this PhD is to improve the reactor design for the dehydrogenation reaction of 

H18DBT by fluidization of the catalyst particles to improve mass and heat transfer. This 

will be done so by a CFD approach to be able to evaluate various parameters for improved 

fluidization behavior. However, the CFD framework for liquid – gas – solid simulations is 

not yet completely understood which is why an initial study was required on the 

simulation settings for liquid – gas – solid fluidized beds. The results of these simulations 

when compared to image analysis techniques (PIV, PTV, DIA) were promising and from 

initial analysis it shows that there is a general comparability between the image analysis 

results and those of the CFD simulation. This will feed, in the future, new CFD 

simulations that can be used for improved reactor design for dehydrogenation reactors of 

H18DBT.  
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Introduction 

The aviation sector is a significant contributor, responsible for approximately 4% of total 

greenhouse gas (GHG) emissions in Europe [1], [2]. Given its heavy reliance on fossil fuels 

and the complex search for alternatives, it poses a formidable challenge in terms of emissions 

mitigation [3], [4]. To align with the goal of achieving climate neutrality by 2050, the European 

Union (EU) has set ambitious targets to reduce emissions from the transport sector by 90% by 

2050, with an interim target of a 55% reduction by 2030 [5]. These targets encompass the 

daunting task of curbing emissions from the aviation sector. 

 

Sustainable Aviation Fuels (SAF) are a vital component of the EU's strategy. SAF, often 

referred to as drop-in alternative fuels, are produced from renewable and low-carbon 

feedstocks, including non-food biomass, advanced biofuels from agriculture and forestry 

residues or through synthetic processes that capture and utilize carbon dioxide (CCU) to create 

fuels [6]. Synthetic fuels or e-fuels, are a subset of CCU, created by combining captured carbon 

and hydrogen. In the case of e-fuels, hydrogen is produced via the electrolysis of water, 

primarily powered by renewable electricity, commonly known as ‘Green hydrogen’. The Green 

hydrogen pathways investigated in this study can also be referred to as e-fuels. However, 

hydrogen can also be sourced from steam methane reforming of natural gas, with or without 

carbon capture and storage (CCS), resulting in ‘Blue’ and ‘Grey’ hydrogen, respectively. Drop-

in synthetic fuels share characteristics with fossil jet fuels, such as high energy density, ease of 

storage and transport, and combustibility. Moreover, they can have lower carbon footprints, 

making them sustainable and fitting replacements for fossil jet fuels [6]. 

 

In response to the mitigation challenges and goals, the European Union has introduced the 

ReFuelEU Aviation initiative to promote GHG emission reductions and the use of SAF. This 

initiative mandates a progressive increase in the use of SAF, commencing in 2025. The 

obligation starts at 2% usage in 2025, rising to 6% by 2030 and a more substantial 20% by 

2035, with a gradual increase to 70% by 2050. These targets encompass specific sub-mandates 

for synthetic aviation fuels, ranging from 1.2% usage in 2030 to 5% by 2035 and a significant 

35% by 2050 [6]. 

 

While numerous feedstocks and processes contribute to Sustainable Aviation Fuels (SAF), our 

study's primary focus is on assessing synthetic drop-in aviation fuels. We specifically examine 

different hydrogen sources (Green, Blue, and Grey) and sources of captured carbon 

(Atmospheric, Biogenic, and Fossil). A graphical summary is shown in Figure 1. It's worth 

noting that previous studies [7], [8] have explored the climate impacts of e-fuels for aviation 

primarily concerning variations in carbon sources with limited emphasis on hydrogen 

production variability or the electricity for hydrogen production is drawn from the grid. 

 
 Corresponding author: vedant.p.ballal@ntnu.no 
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This study aims to provide explicit insights into how the choice of hydrogen source (Green, 

Blue, or Grey) directly influences the climate impact of synthetic fuels, particularly in the 

context of their use as SAF in Europe. Furthermore, we investigate how these impacts might 

change under various policy scenarios, considering socio-economic and infrastructure changes. 

This comprehensive approach enhances our understanding of the complex factors affecting the 

sustainability of aviation fuels in the European context. 

 

 
Figure 1: Graphical Summary of Synthetic fuel production for SAF 

 

 

Methodology  

1. Technological Assessment  

A comprehensive technological assessment has been meticulously undertaken to scrutinize the 

production pathways of Sustainable Aviation Fuels (SAF). This assessment entails a thorough 

analysis encompassing material and energy requirements, process efficiencies, and the 

Technological Readiness Levels (TRLs) associated with the diverse technologies and processes 

engaged in the conversion process. 

 

In its entirety, our study investigates nine distinct SAF production pathways. These pathways 

are the combination of three carbon sources—namely atmospheric, biogenic, and fossil—with 

three different hydrogen production methods: electrolysis powered by a renewable energy 

source- off-shore wind energy (green hydrogen), steam methane reforming without Carbon 
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Capture and Storage (CCS) (grey hydrogen), and steam methane reforming integrated with 

CCS (blue hydrogen). 

 

To accomplish the transformation of intermediate synthetic gas into a liquid fuel useful for 

aviation purposes, we employ a thermochemical Fischer-Tropsch conversion process. This 

comprehensive approach enables us to explore, evaluate, and compare the full spectrum of SAF 

production possibilities, accounting for the variability in carbon and hydrogen sources while 

assessing their technological readiness and operational efficiency. 

 

2. Climate Impact Assessment 

To assess the climate impacts comprehensively, we adopt a "Well-to-Wake" life cycle 

perspective. This approach takes into account all phases of the fuel's life cycle, including 

production, distribution from the plant to the airport, and the combustion stage. In our 

evaluation of emissions contributors, we encompass the Near-term Climate Forcers (NTCFs) 

in addition to the Well-Mixed greenhouse gasses (WMGHGs). NTCFs, comprising CO (carbon 

monoxide), SOx (sulfur oxides), NOx (nitrogen oxides), Volatile Organic Compounds (VOCs), 

Black and Organic carbons, as well as contrails (generated during the combustion phase in jet 

engines) have a shorter life span but may have a significant heating or cooling effect 

contributing to the climate change impacts [9]. The cumulative climate impacts are expressed 

in terms of Global Warming Potential over a 100-year time horizon (GWP100). Furthermore, 

we conducted a comparative assessment of the climate impacts of various SAF pathways 

against those of conventional fossil jet fuel. 

 

In forecasting future climate impacts, we will conduct a prospective life cycle assessment, 

factoring in anticipated technological advancements and socio-economic changes within the 

overarching systems. We consider two distinct policy scenarios, each with differing levels of 

commitment to climate change mitigation. The first scenario represents a business-as-usual 

trajectory with no stringent climate policies in place. The second scenario aligns with a 

proactive climate policy framework consistent with the Nationally Determined Contributions 

(NDCs) in accordance with the Paris Agreement's objectives. This dual approach allows us to 

evaluate the potential future climate implications of SAF pathways under varying policy 

contexts. In the latter stages of our research, we will perform an uncertainty analysis. This 

analysis will consider fluctuations in key parameters such as transport distances, uncertainties 

in the characterization factors of involved species contributing to climate impacts, and the 

efficiency of the conversion processes. 

 

Preliminary and Expected Results  

Our initial findings suggest that within the context of green hydrogen pathways—where 

renewable electricity (off-shore wind) is employed for electrolysis—the climate impacts span 

a range of 62 to 146 gCO2 eq. MJ-1. This range encompasses synthetic fuel pathways that 

incorporate the different carbon sources considered.  

 
In the case of biogenic and atmospheric carbon pathways, both coupled with green hydrogen, 

similar climate impacts are observed. These pathways offer substantial mitigation potential, 

with emissions reductions of approximately 54% and 56%, respectively, compared to 

conventional fossil jet fuel. Conversely, the fossil carbon pathway exhibits slightly higher 

climate impacts relative to fossil jet fuel, registering at 146 gCO2 eq. MJ-1, as opposed to the 

latter's 141.6 gCO2 eq. MJ-1. While omitting the Near-term Climate Forcers (NTCFs), which 
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are not part of the EU policy considerations, it becomes feasible to attain substantial mitigation 

benefits for the non-fossil carbon sources. These benefits may reach as high as 81-85%. 

However, it's worth noting that the impacts of pathways based on fossil carbon sources continue 

to surpass those associated with conventional jet fuels. 

 

In terms of the contributors to these climate impacts, contrail formations during the combustion 

stage are the dominant factors for both the biogenic and atmospheric carbon pathways. For the 

fossil carbon pathway, the primary contributor is the re-emission of fossil CO2 during the 

combustion stage, following its capture during the fuel production phase. This re-emission 

significantly elevates the pathway's overall impact, with contrails also playing a noteworthy 

role. A visual representation of these contributing factors is provided in Figure 2. 
 

 
Figure 2: Contribution of different species towards the climate impact of Green Hydrogen pathway synthetic 

fuels for SAF. 

 

While we anticipate that the climate impacts of blue hydrogen and grey hydrogen pathways 

will likely surpass those of green hydrogen, it is also of considerable interest to assess the role 

of carbon capture and storage (CCS) in blue hydrogen. This analysis will provide valuable 

insights into the extent of CCS's influence on the overall climate impact and mitigation 

potential.  

 

Furthermore, we anticipate that as we factor in future socio-economic and technological 

advancements, especially in the context of evolving infrastructure aligned with Nationally 

Determined Contributions (NDCs), the climate impacts of all pathways are poised to decrease. 

This decrease should translate into more substantial mitigation benefits when compared to 

conventional fossil jet fuel. 

 

Conclusions  

In conclusion, our study highlights the importance of optimizing synthetic fuel production, 

particularly for Sustainable Aviation Fuels (SAF) in Europe, to maximize climate benefits. 

These findings also hold broader implications for hydrogen and hydrogen-based fuel 

production due to their increasing demand across various applications. As we strive to reduce 

greenhouse gas emissions and transition to a sustainable energy landscape, understanding how 

to produce low-carbon fuels efficiently is crucial. 

 

Our research underscores the significance of factors such as green hydrogen, background 

infrastructure, technology advancements, and supportive policies in scaling up synthetic 

hydrogen-based fuel production. These insights can guide policymakers, industry stakeholders, 

and innovators in advancing the infrastructure for large-scale hydrogen-based fuel production, 

fostering a cleaner and more sustainable future while driving innovation and economic growth. 
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Introduction 

The electric vehicles (EV) need to provide power for the vehicle under all kinds of road 
conditions and driving modes. The energy consumption depends on several different factors 
as mass of vehicle, road type, moment acceleration which are independents of each other. In 
Fig. 1 is shown example of power consumption taken of urban cycle of vehicle with mass 
1600 kg – [1] 

 
 Figure 1 Power consumption taken from urban cycle  

It can be seen that the power consumption is extremely dynamic. In general case the average 
value of the required energy can be found as: 

         (1) 

Were EEV  is energy, required for traction drive, T is cycle duration, t is time  
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Also, there is a big difference between maximal and minimal consumption.  More over 

electric vehicles needs to have regenerative braking so that the kinetic energy of the moving 

vehicle can be captured and stored in battery for future use. One of the basic questions for EV 

construction is what kind of power source has to be chosen?  The battery is the ideal power 

source on the primary point of view. But relatively long time of charging makes it not 

attractive. Another opportunity is using a fuel cell. It can be charged quickly, but in this case 

the power source will be not effective in moment of strong acceleration. More over  the 

regenerative braking system can not be realized. So the more suitable design of energy source 

for EV is the combination between fuel cell and battery, e.g. hybrid power supply system – 

[2]. A functional scheme is shown in fig. 2 

 

 
 

Figure 2: Functional scheme of combine power supply for traction drive 
 
Thus the advantages of the two kinds of power sources can be combined. 

 

Methodology  

In this work LMS method of numerical calculation for emulating volt-ampere 
characteristic is used. More over mathematical methods are used for particularly designing 
the modules of an experimental setup, and after that realizing it, e.g. fuel cell emulator and 
battery management system. 

 

Discussion  

In the current work it is considered a combined power supply for traction drive 
inverter composed of fuel cell and NiMH battery. Both power sources are connected to the 
direct current bus (DCB), which powers the traction inverter, as shown in fig.1.  The battery 
module is realized using real stack of 20 NiMH batteries, type SC3000 mAh, connected in 
series. The fuel cell is stimulated by emulator, which is realized especially for the purpose of 
the current work. This particular design was chosen for the implementation of the combined 
power source in order to achieve more flexibility in order to adjust the fuel cell parameters. A 
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functional scheme of the emulator is shown in fig.3. The digital part, which includes 
reference generator and lookup table, is made by using PIC microcontroller architecture. 
Software is made in assembly language. All another modules – PID regulator, output stage 
and instrumental amplifier are analog.  

The emulator is supplied from public power grid. Power supply module is constructed 
by using half bridge inverter – [3].   
 

 

 
Figure.3: Functional scheme of fuel cell emulator 

The power consumption of traction inverter is emulated by programmable current 
generator, realized for the needs of another task.  

The fuel cell volt-ampere characteristic (VAH) – [4-6] is modeled using piecewise 
linear approximation.  Each piecewise line connects two neighbor measurement points. For 
each measurement value of the load current corresponding reference signal for the regulator. 
It is done by using lookup table. The load current is measured by etalon resistor Re. Obtained 
voltage signal is amplified by using instrumental amplifier. The regulator realizes PID law of 
regulation. The components of regulator - proportional coefficient Kp, integrated constant Ki 
and differential constant Kd are tuned by using classical Ziegler-Nichols method – [7-9].  The 
feedback is output voltage, taken from the output terminals and the reference corresponds to 
the load current.   

 
Conclusions  

Power consumption of traction inverter depends on different factors which have no 
correlation. For this reason the power, respectively energy consumption is extremely 
dynamic. The combination of fuel cell and NiMH battery is suitable design for powering 
traction drive inverters. Unfortunately it is very difficult to determine the parameters for 
required fuel cell and battery. For each case of electric vehicle type the optimal ratio 
between power of fuel cell and battery will be different.  

 
Future work 

     In the thus constructed experimental setup will be added super capacitor, connected to the 
DC bus. Then the same experiments will be made and any optimization tasks relatively to the 
energy efficiency for the complex power module.  
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Introduction 

The transport industry accounts for a quarter of the European Union’s greenhouse gas (GHG) 

emissions and is the central cause of air pollution within cities [1]. Today, approximately 42% 

of the EU’s diesel consumption in road transport is from heavy duty trucks and busses [2]. The 

aviation industry is similarly powered by petroleum fuels such as jet fuel produced from refined 

kerosene and in certain instances aviation gasoline (Avgas), a residual aviation fuel blended 

with lead [3]. Furthermore, in the maritime industry, more than 95% of ships today run on 

internal-combustion engines fuelled by various petroleum products [4]. To reach climate 

neutrality by 2050, a 90% reduction in transport emissions is required [5]. A key pillar of the 

European Green Deal is therefore the acceleration of a shift to sustainable mobility by 

increasing the production and deployment of sustainable alternative transport fuels [6]. In line 

with the European Green Deal, the EU Hydrogen Strategy identifies the use of hydrogen in 

hard-to-abate transport sectors as a means of decarbonising the sector. In particular, the EU 

Hydrogen Strategy identifies heavy-duty trucks, trains as well as maritime and aviation sector 

as early adopters of hydrogen [1]. The question arises as to the role regulation, and more 

specifically what type and extent of regulation, would be appropriate in facilitating this 

adoption in the heavy-duty transport sector.  

This paper therefore seeks to develop a normative regulatory framework through which legal 

barriers and opportunities for the use of clean hydrogen in heavy-duty transportation (i.e. in 

powertrains for road, maritime and aviation sectors) can be assessed. Leenes’ “Regulating 

Technology (Development) Model” (RTD Model) is utilised to identify the appropriateness of 

regulatory intervention in this context [7]. The paper concludes by identifying three pillars 

through which the need and extent of regulatory intervention can be evaluated namely: 1) 

certainty as to the standardisation of fuel compositions, quality and safety in hydrogen transport 

fuels 2) cohesiveness of existing legal frameworks in electricity, gas and transport sectors 

across the hydrogen value chain and 3) presence of appropriate fiscal/economic incentives to 

facilitate the uptake of hydrogen amongst key industry players in the heavy-duty transport 

sector.   

Methodology 

To develop a normative framework governing the use of hydrogen in the heavy duty transport 

industry, a desktop literature review will be undertaken, in terms of which existing literature 

on the matter will be assessed in the context of identifying gaps in the current EU regulatory 

framework. In particular, Leenes’ RTD Model will be applied to hydrogen in the context of the 

heavy-duty transport sector. According to the RTD Model (illustrated in Figure 1 below), a 
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three stage approach can be applied when determining whether regulatory intervention is 

necessary for a new technology, and if so, the type of regulatory intervention that would be 

appropriate in light of the issues and context surrounding the technology  [7].  The observations 

and gaps identified in the literature review will be used to develop a normative regulatory 

framework following the RTD Model for the use of hydrogen in heavy-duty transport 

industries.  

In step 1 of the RTD Model, the new technology i.e. the use of hydrogen in heavy-duty 

transportation will be identified and discussed. Here, more than merely identifying the type of 

technology, a socio-technical lens will be employed in terms of which the relevant 

characteristics and interests evoked by the technology are analysed. Once step 1 is complete, 

in step 2, the issues raised by the new technology will be assessed, such as potential and 

inherent risks that may be present as a result of the new technology. Here, the current law 

governing the new technology in the electricity, gas and transport sectors must also be 

evaluated in light of the issues/risks identified. Lastly, if from step 2 a gap in the regulation is 

identified, in step 3, regulatory intervention may be considered.  In respect of step 3, Leenes 

notes that there are three widely common understandings of what constitutes regulation. Firstly, 

regulation may be construed as rules established and implemented by the State. Secondly, 

regulation can be considered as any kind of State intervention, irrespective of the form that that 

such intervention may take. Lastly, regulation may be considered to be any way of social 

control or influence which has an impact on the behaviour of others. The third understanding 

of regulation is the most broad, as it can encapsulate both state and self-governance.  

While this paper focuses on steps 1 and 2, step 3 will be the subject of further research on this 

topic in order to provide recommendations on the extent and kind of regulatory intervention 

that would be appropriate in the context of hydrogen (fuelled) heavy-duty powertrains. 

Figure 1: Ronald Leenes Regulating Technology (Development) Model 
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Discussion 

The role that regulation plays in the development of “new technologies” has been an emerging 

field of research, particularly given the pace at which new innovations are developing in our 

current point in history [7]. Hydrogen, as an energy carrier, cannot be considered “new” as it 

has been used for centuries in a number of applications, for example in ammonia for fertilisers 

and in refineries to produce petroleum products [8]. However, what can be considered novel, 

is the emerging ways in which hydrogen can be produced, as well as its use in a variety of new 

applications. According to the International Energy Agency [8], as of 2021, 62% of global 

hydrogen production is considered “grey” in that it is produced from natural gas without carbon 

capture utilisation and storage (CCUS). Furthermore, unabated coal (known as “brown/ black” 

hydrogen) accounted for 21% of the global hydrogen production. These figures can be 

contrasted with hydrogen produced by renewable energy through the process of electrolysis 

(“green hydrogen”), which only accounts for 0.1% of the global hydrogen production today.  

Notwithstanding the dominance of fossil fuels in the production of hydrogen, the landscape is 

increasingly changing, with green hydrogen anticipated to play a prominent role in global 

hydrogen production, particularly as a result in decreasing costs of renewable energy [8]. 

Moreover, in the context of the use of hydrogen in the  transport industry in particular, while 

novel applications for hydrogen in heavy industry and long-distance transport constitute less 

than 0.1% of global hydrogen demand today, it is anticipated to account for one-third of global 

hydrogen demand by 2030 [9]. Furthermore, considering a broad definition of technology as 

“changes in products, devices, processes and practices” [10], it then becomes important to 

develop a normative framework to ascertain the role that regulation, if any and to what extent, 

will play in light of this “new technology” i.e. the use of clean hydrogen in heavy duty transport 

industries. This framework can be assessed, in light of Leenes’ RTD Model, as discussed 

above.  

When applying step 1 of the RTD model to hydrogen, it is evident that hydrogen can be 

produced in different ways and for different purposes. It can be noted that the European Union 

is increasingly steering away from defining hydrogen by colour [11], but rather it uses 

terminology such as “clean hydrogen”, “renewable hydrogen” (which entails green hydrogen) 

as well as “low-carbon hydrogen” (which may cover blue hydrogen as well as “pink/purple” 

hydrogen produced through nuclear power). With respect to the use of hydrogen in heavy-duty 

powertrains, hydrogen can either be combusted and blended with existing fuels  or used in a 

fuel cell to power new powertrains [12].  

When evaluating step 2, identifying issues and risks, two key broad issues were identified in a 

recent report by Green Planet: 1) existing legislation not providing sufficient room to label all 

renewable hydrogen “green” 2) insufficient standardisation in respect of fuel quality 

implementation and monitoring [13]. While these risks were identified in the context of the 

Netherlands, it can be widely applied to other member states. As noted by Fleming for example, 

the Fuel Quality Directive (FQD) currently covers “renewable liquid and gaseous transport 

fuels from non-biological origin” which includes hydrogen produced in the process of 

electrolyses but does not include hydrogen produced from bio-mass [11]. The FQD furthermore 

provides for the monitoring, reporting and verification of the fuels covered in the directive in 

each member state, however, as noted in the report by Green Planet, certain member states do 

not have regulatory authorities overseeing compliance with the International Organization for 
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Standardization (ISO) requirements for fuel quality [13]. Another key issue is whether the 

current legislation in the electricity, gas and transport sectors, are effectively cohesive in 

governing the use of hydrogen in the transport sector. This raises the concept of “sector 

coupling” or “sector integration” which is important in the context of “Power-to-Hydrogen” 

technologies which involve both the electricity sector as well as the gas sector [11]. At present, 

these two sectors are regulated separately at an EU level, and therefore it will be important to 

assess whether the current regulation provides a seamless regulatory framework for the use of 

hydrogen in the heavy-duty transport sector. Lastly, given that heavy-duty transport industries 

are the key stakeholders in considering the implementation of hydrogen as an alternative fuel, 

it will be important to assess whether there are sufficient fiscal/economic incentives in place in 

order for such stakeholders to switch from their current fuel supply [14]. Only once the above 

issues are analysed, can step 3 be considered, i.e. whether regulatory intervention is necessary, 

and if so which intervention would be appropriate.  

Conclusions 

In light of the above, to evaluate the role regulation should play in the use of hydrogen in the 

heavy-duty transport sector, it is proposed that the current regulatory framework be assessed 

through three pillars namely: 1) certainty as to the standardisation of fuel compositions, quality 

and safety in hydrogen transport fuels; 2) cohesiveness of existing legal frameworks in 

electricity, gas and transport sectors across the hydrogen value chain; and 3) presence of 

appropriate fiscal/economic incentives to facilitate the uptake of hydrogen (fuelled) heavy-duty 

powertrains amongst key industry players (H2 HDP Regulation Evaluation Framework). 

The pillars of the framework are summarised in figure 2 below: 

Figure 2: H2 HDP Regulation Evaluation Framework 

Legal certainty/Standardisation

Evaluating the extent to which 
definitions regarding renewable 

hydrogen transport fuels are 
standardised (i.e. certification 

schemes (certificates of origin), 
safety standards and fuel blending 

levels  for various transport 
modes). 

Presence of appropriate 
incentives to adopt hydrogen as 

a fuel 

Considering whether appropriate 
fiscal /economic incentives are 

available in regulation to facilitate 
a hydrogen economy in the heavy-

duty transport sector. 

Cohesiveness of existing legal 
frameworks

Analysing the extent to which 
existiting regulatory frameworks 
governing the electricity, gas and 

transport sectors coherently 
facilitate the use of hydrogen in 
the heavy-duty transport sector. 
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While this research is still in its initial stages, the H2 HDP Regulation Evaluation Framework 

will be applied in further research first at an EU level and then to selected individual member 

states in order to evaluate the regulatory intervention necessary to create a hydrogen economy 

in the context of the heavy-duty transportation industry. 

It is predicted that “the pacing problem” will be a key regulatory hurdle that will need to be 

overcome in the context of the regulation of hydrogen use in heavy-duty transportation 

industries More generally, the pacing problem refers to the fact that technological innovations 

are developing at a faster pace than regulatory frameworks, resulting in regulation being 

reactionary rather than proactive in setting norms and standards regulating human behaviour 

and practices [15]. Similarly, a “chicken and egg” dilemma can arise in the context of the 

pacing problem, whereby the law can be used as a means of facilitating the adoption of certain 

behaviours/practices, while at the same time is informed by the adoption of such 

behaviours/practices itself. In the context of hydrogen, the pacing problem is present given that 

the deployment of hydrogen fuel-cells in transportation and combustion of hydrogen in existing 

powertrains is already underway, notwithstanding the absence of a dedicated regulatory 

framework. Furthermore, the “chicken and egg” dilemma arises given that, while these 

activities are already occurring , the hydrogen fuel market is not yet mature and may require 

regulatory intervention to facilitate increased adoption. This will inevitably involve regulation 

having to “anticipate” an appropriate legal and fiscal framework without the market being fully 

in place. A question also arises as to what constitutes effective regulation, and whether self-

regulation may, in some instances, be more appropriate than state imposed regulation. Further 

research will therefore assess various kinds of regulation that may be appropriate in 

overcoming the above regulatory hurdles. 
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Introduction 

Various studies show the indispensability of using green hydrogen to achieve a climate-

friendly and low greenhouse gas emitting society. Due to its favorable storage properties 

and wide range of application, hydrogen will contribute to increasing the flexibility of the 

energy system and thus to the integration of renewable energies. On the one hand, hydrogen 

can be produced during periods of abundant renewable energy and reconverted into elec-

tricity when renewable energy is scarce. On the other hand, hydrogen and its derivatives are 

predestinated to use in hard to abate sectors. Moreover, the utilization of green hydrogen 

can serve as a substitute for the currently employed greenhouse gas intensive (grey) hydro-

gen that acts as a feedstock for various chemical products and processes. Consequently, the 

ramp-up of a green hydrogen economy is urgently needed. 

The green hydrogen ramp-up in Germany is planned within the framework of the National 

Hydrogen Strategy [1]. This strategy anticipates a hydrogen demand of 95-130 TWh and 

aims to achieve a total domestic installed electrolysis capacity of 10 GW by 2030. The re-

maining hydrogen demand of about 50-70 % needs to be covered by imports. In a meta-

study, Merten et al. [2] compare potential hydrogen imports to Germany versus domestic 

hydrogen production options. The authors remark that the investment risks within the as-

sumed export countries as well as their own needs for hydrogen and renewable energies stay 

frequently neglected. Hence, Merten et al. conclude that the economic attractiveness of do-

mestic hydrogen production is greater than commonly believed. Furthermore, Eckl et al. [3] 

calculate for an exemplary site in Southern Germany an approximate cost parity between 

imported and domestically produced hydrogen by utilizing the waste heat generated during 

hydrogen production. 

Numerous total cost minimizing energy system models are employed to investigate the Ger-

man and European future hydrogen production, usage, transport and underlying system de-

sign. Thereby, results for Germany show a high electrolysis and thus hydrogen production 

concentration in Germany’s North (i. a. [4]). In this context, Merten et al. [2] remark that 

various studies focus the supply side, while already existing industrial demand in southern 

Germany and their corresponding green hydrogen ramp-up potential remains unconsidered. 

In addition, concluding their own analysis, Sauer et al. [5] recommend more in-depth re-

search on industrial hydrogen-hubs, as such networks can be beneficial from both economic 

and environmental perspectives. Regional hydrogen networks of this kind are able to utilize 

occurring couple products and potential regional synergy effects. This can lead to resource 

efficiency, faster decarbonization and financial benefits.  

Besides the above-mentioned findings related to a “central” hydrogen production in North-

ern Germany, there are suggestions promoting the establishment of a more “decentralized” 

hydrogen and overall energy system. These proposals are justified on the grounds of  broader 

public participation – keyword prosuming – and the resulting gains in acceptance [6]. 
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Furthermore, according to Kendziorski et al. [7] previous studies on the optimal design of 

the future overall energy system underly the limitation that not all system components are 

considered adequately. In concrete terms, this means that existing energy system models 

usually neglect expansion and operating costs of transmission infrastructure or consider 

them solely in downstream iteration loops. Recent studies, that are tackling this limitation, 

show for the concept of a more decentralized energy system no or just little higher (< +10 %) 

total overall system costs ([7], [8]). Neumann et al. [8, p. 19] summarize their results as 

follows: “[These findings] should enable policymakers to choose from a wide range of com-

promise energy system designs with low cost but higher acceptance.” 

 

Research Gap 

In summary, a triad of interrelated topics crystallizes based on the keywords (1) hydrogen 

import vs. self-generation, (2) industrial hydrogen-hub and (3) centralized vs. decentralized 

energy and hydrogen system. Although the transformation process of the energy system and 

the ramp-up of a green hydrogen economy has for reasons of urgency already begun, there 

is no conclusive and generally valid solution, neither for the individual topics nor holisti-

cally. Indeed, there are proposed solutions from national and pan-European studies. Never-

theless, questions remain about the financial and ecological potential of close to industry 

hydrogen production and the utilization of resulting couple products within regional value 

chains. Such details are inherently difficult to implement in large-scale models. Further-

more, stakeholders do not inevitably follow the results of politico-economically optimizing 

models. They rather pursue their own strategies and interest, for instance due to an antici-

pated postponed access to the hydrogen grid. Such regionally limited and stakeholder spe-

cific efforts are also difficult to represent in large-scale models. However, regarding political 

support for the hydrogen ramp-up, the consideration of these regional stakeholders and their 

projects is highly relevant since the hydrogen ramp-up must be realized on their very level. 

 

Research Question 

By answering the research question “How can decentral industrial hydrogen-hubs in inland 

regions with little renewable energies contribute techno-economically and ecologically to 

the decarbonization of entire regions and (how) can this potential be leveraged?”, the PhD 

project is to address mentioned research gaps and thus helps to optimize the German green 

hydrogen ramp-up. The research question shall be answered by shedding light on it from 

four different perspectives:  

1. Is there an economically self-supporting state of an industrial hydrogen-hub producing 

its own hydrogen in a renewable energy scarce region? 

2. What is the ecological potential of such an industrial hydrogen-hub in a renewable en-

ergy scarce inland region? 

3. Are there differences between a myopic and perfect foresight approach establishing an 

industrial hydrogen-hub? 

4. How will industrial hydrogen-hubs currently emerging in Southern Germany develop 

and influence each other as the hydrogen market ramps up? 

 

Methodology 

To answer the raised questions, mainly the methodology of energy system modeling and 

life cycle assessment (LCA) will be applied. Energy system modeling as a sub-discipline of 
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“electricity market models” [9, p. 18] is situated within the domain of linear optimization 

and contributes to informed decision-making in investment planning. Thereby, the conven-

tional objective function is the minimization of overall system costs, mostly under consid-

eration of specific emission reduction targets, e. g. CO2 or NOx [10]. 

Given the growing awareness regarding the necessity for a sustainable future and consider-

ing the complexity of “sustainability”, there emerge requirements for energy system models 

associated with multi-criteria decision support. Consequently, for instance Naegler et al. 

[11] integrate social factors into their analysis of future energy systems while Finke and 

Bertsch [12] additionally consider the degree of self-sufficiency. Focusing on the different 

environmental impacts of energy systems, the methodology of LCA is particularly suitable 

for multi-criteria analysis. 

LCA is the quantification and analysis of environmental impacts throughout the entire 

lifecycle of a product, service, technology, or system. Thereby, the aim usually is to support 

decision-making processes toward a more ecological and sustainable future. To analyze dif-

ferent environmental impacts, LCA makes use of different end- and midpoint indicators, so 

called (environmental) impact categories. The procedure for LCA is standardized within the 

two international norms DIN EN ISO 14040 and 14044. Conventional LCAs follow a ret-

rospective approach, namely considering already existing products and technologies. How-

ever, to evaluate emerging technologies and systems in terms of their environmental im-

pacts, also future trends (such as a less greenhouse gas intensive energy system) need to be 

recognized. Hence, future oriented, so called prospective LCAs have been developed in re-

cent years (i. a. [13], [14]). 

In the context of multi-criteria decision support, it becomes more and more common to 

combine such (prospective) LCAs or predefined midpoint indicators with energy system 

models. Most often, LCA is coupled with the energy system model subsequent to the cost 

minimizing optimization process. By this approach, many investigations proof the spatial, 

temporal and systemic shift of environmental burdens associated with the transformation of 

the energy system (i. a. [15], [16]). These interrelations are also known as water-energy-

land- or resource-energy nexus. 

Against this background, more holistic optimization approaches are currently emerging. 

These approaches already take various environmental impacts into account during the opti-

mization process. For instance, Junne et al. [17] incorporate greenhouse gas emissions into 

their objective function and compute a Pareto front to emphasize the conflict between min-

imal system costs and minimal greenhouse gas emissions. Furthermore, Reinert et al. [18] 

implement the complete LCA procedure into the open-source energy system model 

SecMOD and such create the possibility to optimize the energy system for various minimal 

environmental impacts. Vandepaer et al. [19] integrate several midpoint indicators into their 

energy system model’s objective function and apply it to the Swiss energy system, while 

Finke and Bertsch [12] include the indicators CO2 emissions and self-sufficiency in addition 

to system costs in the objective function of their open-source energy system model Back-

bone. Finke and Bertsch emphasize, that the inclusion of further indicators, as for instance 

other environmental impacts, can be done easily. One of the first open-source bottom-up 

energy system models able to include entire LCAs within its objective function is the Life 

Cylce Assessment based ENergy Decision Support Tool (LAEND) of Tietze et al. [20]. 

Thereby, Tietze et al. connect the open energy modelling framework oemof [21] with the 

LCA software openLCA and thus create the possibility to optimize the system for 16 differ-

ent environmental impact categories in addition to system costs. Furthermore, LAEND pro-

vides the option to use normalization and weighting factors of the Environmental Footprint 
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impact assessment method. This enables to determine the optimal system design, consider-

ing all mapped environmental impacts simultaneously. 

 

Execution of PhD project 

Within the scope of the PhD project, the modeling tool LAEND shall be applied. Ad-

vantages of LAEND are, besides its open-source availability, its high flexibility (Excel is 

used as an user interface), LAEND’s focus on residential quarters (keyword decentrality) 

and hence its ability to depicture energy system technologies precisely. Furthermore, 

LAEND already includes LCA data of important energy sector technologies. Disadvantages 

are the missing integration of material flows (keyword sector coupling), the myopic optimi-

zation approach and the missing ability of spatial differentiation. However, the underlying 

framework oemof already provides remedies for these drawbacks. These will be used to 

further develop LAEND to answer the research question. 

To be able to answer the research question, the PhD project will concentrate on an exem-

plary region, wherefrom generalizing conclusions and recommendations will be drawn. The 

exemplary region will be the south-western area of Baden-Wurttemberg (Southern Ger-

many). A chemical production network situated there anticipates a postponed linking to an 

interregional hydrogen pipeline grid. Furthermore, a number of additional hydrogen hubs 

are currently emerging both within and near this region. These hubs will be analyzed as part 

of the fourth sub-research question, outlined below. As a result, in addition to the general 

conclusions and political recommendations, the practical application of this research will be 

of great significance in this area. 

To answer the sub-research questions and consequently the main research question, the PhD 

project shall be carried out as follows: 

1. Is there an economically self-supporting state of an industrial hydrogen-hub producing 

its own hydrogen in a renewable energy scarce region? 

Each project in practice becomes more realistic to be realized if it is economically self-

supporting. This is why the ideal design of a self-generating industrial hydrogen-hub is 

investigated under consideration of several techno-economic synergy effects. In con-

crete terms, this means that several hydrogen generation technologies including the uti-

lization of their waste heat as well as heat-, electricity- and hydrogen storages in combi-

nation with volatile renewable energies are considered. 

2. What is the ecological potential of such an industrial hydrogen-hub in a renewable en-

ergy scarce inland region? 

In consideration of the present multiple ecological crises [22], in addition to being eco-

nomically feasible, the development of a hydrogen-hub must add ecological value. 

Therefore, the ecologically ideal design of an industrial hydrogen-hub will be deter-

mined. From this, it shall be derived how the area of conflict between a purely economic 

and purely ecological point of view can be solved. 

3. Are there differences between a myopic and perfect foresight approach establishing an 

industrial hydrogen-hub? 

Besides the assumed area of conflict between a purely economic and a purely ecological 

optimized hub design, an area of conflict between a commercial and a politico-economic 

establishment approach is to be expected. By this, I mean for instance different temporal 

observation horizons (in the context of energy system modeling: myopic vs. perfect fore-

sight), discount rates or spatial observation horizons. Alongside answering the sub-
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research question, potential policy suggestions for resolving such an area of conflict 

shall be concretized, if possible. 

4. How will industrial hydrogen-hubs currently emerging in Southern Germany develop 

and influence each other as the green hydrogen market ramps up? 

The fourth sub-research question aims to broaden the previous scope of investigating a 

single hub to examining multiple hubs and how they interact optimally with each other. 

Subject of own expectations is that currently emerging decentralized hydrogen hubs will 

engage in trading, merge, or dissolve as a result of an established hydrogen pipeline 

infrastructure. The assumed future expansion of each individual hub (specifically: the 

moment from which they can trade with each other) needs to be specified exogenously 

and their interaction will then be optimized from a techno-economic and ecological point 

of view. With the aid of various scenarios, an insight into expectable developments will 

be generated. If possible, in this way necessary political frameworks for achieving de-

sired hub developments shall be derived. 

 

Discussion & Conclusions  

As the PhD project is still in its early stages, there are no results for discussion yet. Never-

theless, initial computations show promising results toward the establishment of a self-pro-

ducing industrial hydrogen hub from the point of view of minimal system costs. However, 

given the huge demand for renewable energy, these results are not yet valid and further 

refinement is needed both before and after the conference. 
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Introduction 

 

Human well-being depends on a global turnaround towards a profound and rapid reduction 

of greenhouse gas emissions in all sectors according to the sixth IPCC [1] report. To 

achieve net zero carbon emission targets, hydrogen has been recognized as a key energy 

carrier and feedstock. The molecule can be produced by water electrolysis or steam 

cracking of fossil resources. While the latter is the predominant process in industry, only 

water electrolysis powered by renewable energy can serve as a truly low carbon and 

sustainable production route [2]. Therefore, several industrialized countries have 

announced hydrogen strategies that project the large-scale use of green hydrogen. 

However, production potentials for green hydrogen strongly correlate to the potentials for 

renewable energy, which are distributed unevenly throughout the world [3].  

The MENA region has abundant renewable energy resources and locations that are 

suitable for hydrogen production at relatively low costs. Therefore, countries within the 

region are recognized as potential hydrogen exporters [4]. Furthermore, the prospects of a 

green hydrogen market have attracted the attention of several political leaders within the 

MENA region and worldwide. However, the abilities to establish a green hydrogen 

industry and become a key hydrogen exporter in the future might differ from country to 

country.  

The focus of this PhD thesis is the analysis of factors and boundary conditions that 

facilitate or impede the establishment of a green hydrogen industry in a certain country by 

considering political, socioeconomic and technical factors. 

Previous studies have assessed the potential for green hydrogen production and/or export 

of different countries in the MENA region [5]–[8]. The researchers have mainly focused 

on the techno-economic aspects of hydrogen production. Some studies also consider social 

and political factors. Nevertheless, those factors have not been analyzed comprehensively 

and in depth and hence it remains unclear which factors are decisive for the establishment 

of a hydrogen economy in a country. Furthermore, previous studies have not 

systematically taken the preferences of actors into account, which are able to influence or 

make location decisions for hydrogen projects. 
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Methodology  

 

The starting point of this thesis is an extensive literature review on location factors and 

boundary conditions, potentially relevant for the attraction of a hydrogen industry. In a 

second step, announced hydrogen projects in the MENA region are analyzed and involved 

actors are identified to investigate their perspectives on the relevance of the previously 

identified factors and boundary conditions. To this end, qualitative interviews and content 

analysis are applied. The outcome of this part of the research is a rated list of location 

factors and boundary conditions (screening tool) that can be used to assess the potential of 

a country for hydrogen production and export. In a next step, the screening tool is tested in 

two case studies in two different countries within the MENA region. The goals of the case 

studies are on the one hand to test the application of the screening tool in practice and on 

the other hand to gather data and asses the two countries. 

 

 

Conclusion 

 

This thesis will allow policymakers, researchers and stakeholders to consider and evaluate 

the various factors, decisive for the establishment of a hydrogen economy and thereby 

support informed decisions for a decarbonized energy system.  
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Introduction 

In the energy transition perspectives, the objective is to achieve carbon neutrality in 2050. The 
electrification of industrial processes is underway, however high temperature industrial 
processes are not easy to be electrified and therefore the use of synthetic molecules is most 
probably mandatory. 

This thesis, related to the Hephaïstos project, is carrying out a comprehensive study on the 
impact that transformations can have on the electricity and gas transmission network and on 
Belgium's energy supply from the import and the local production of synthetic molecules that 
are useful for the requested technical processes. 

The work focuses on the analysis of the complete hydrogen molecules supply chain and the 
security of supply. The research attempts to provide a critical overview of hydrogen production, 
the need for hydrogen molecules at Belgian and European level and hydrogen transport and 
storage technologies to understand the impact of all these parameters on the final molecule cost 
and the TCO (Total Cost of Ownership) for different applications. 

Methodology  

The first step is to understand the hydrogen supply chain and therefore to know who the 
different producers are and where are they located, with a clear distinction between import and 
local production. 

We need to understand the different production technologies, the interest or not of still using 
blue hydrogen, the importance or not of white hydrogen/pink hydrogen, the interest of 
ammonia, methanol and e-CH4, the importance of hydrogen purity before transport and after 
transport, the influence of H2 pressure, the understanding of hydrogen compression systems, 
of hydrogen transportation solutions, even the interest of liquid hydrogen (LH2), … 

Then we must study the demand for hydrogen on the Belgian territory, understand the needs 
of potential customers, establish a prioritization list of these customers and analyze their cost 
objectives and limitations. This must be done for industry, mobility and buildings. 

Finally, the objective of the research is to understand the impact of all these parameters on the 
final price/cost of hydrogen at the consumer level, with import and/or local production. 

Discussion  
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Figure 1 shows an example of the complete hydrogen molecules supply chain, which must 
certainly be completed and that must be fully analyzed and parametrized, considering (on land 
or from the sea) import and/or local (national) production.  

 
Figure 1 - An example of the complete hydrogen molecules supply chain (inspired from IRENA, Green 

Hydrogen, A guide of policy making [1]) 

 

Conclusions  

Using a software environment like GAMS, the analysis and the full quantification of the 
complete hydrogen molecules supply chain will be made possible. That will deliver an answer 
to the objective of obtaining the final price/cost of hydrogen at the end-consumer level in 
Belgium, with sea/land imports and/or local production.  
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Introduction 

One of the promising ways of producing green hydrogen is seawater electrolysis by 

anion exchange membrane (AEM) electrolyzer. Plenty of seawater (97%) is available in our 

world, which can produce hydrogen for the long term and at a low cost. Nevertheless, seawater 

also has many challenges [1]–[3]. In particular, the overall reaction is influenced by the free 

energy of hydrogen adsorption, and the hydroxide precipitation in the cathode compartment 

blocks the electrode-electrolyte interface. Meanwhile, the chlorine evolution in the anode 

corrodes the anodic compartment, hindering the efficient production of hydrogen gas. Hence, 

to increase the rate of the hydrogen evolution reaction (HER), the catalysts should have the 

hydrogen adsorption energy close to zero.  

Similarly, highly conductive, anti-corrosive, and stable electrocatalysts are urgently 

required to overcome the challenges in the oxygen evolution reaction (OER) compartment and 

mitigate corrosion issues. Recently, high entropy oxides (HEO) are a class of materials formed 

by a combination of five or more metal doped with non-metals that will alter the entropy of the 

material and subsequently shows exceptional catalytic property, high conductivity, and high 

stability[4]–[7]. Here, we report high entropy oxide nanoparticles as bifunctional 

electrocatalysts for HER and oxygen evolution reactions (OER). The synthesized materials 

were characterized using powder X-ray diffraction (PXRD), scanning electron microscopy 

(SEM), transmission electron microscopy (TEM), and Raman spectroscopy to confirm the 

material formation. Further, the synthesized catalysts were coated on the Ni foam and Ti fiber 

felt for HER and OER, respectively. The ex-situ characterized using linear sweep voltammetry 

(LSV) and chronopotentiometry, impedance studies in simulated alkaline seawater.  
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Further, Membrane Electrode Assembly (MEA) was fabricated and assembled in a 

single-cell anion exchange membrane seawater electrolyzer. Full-cell studies, including 

polarization curves, hydrogen production rates, and the stability of the electrocatalysts, were 

carried out on the assembled MEA. Followed by designing a dynamic electrolyzer that achieves 

an industrially required current density of 1 A cm-2 at low overpotential (1.8 V) in saline or 

alkaline saline. These research findings will enable us to move from a laboratory-scale single-

cell to a multi-stack electrolyzer to commercialize and improve the environment. 

 

Methodology  

High entropy oxides (Ni0.2Fe0.2Cr0.2Cu0.2Mn0.2Ox) can be synthesized by the co-

precipitation technique would be a facile and scalable technique. Typically, five metal nitrides 

with equimolar composition were added in deionized water and placed for stirred well in the 

magnetic stirrer. 1M KOH is added drop by drop as a reducing agent to form high entropy 

hydroxide precipitates by adjusting the pH to 10. The solution is kept stirring for 12 hrs. 

Furthermore, the supernatant solution is removed, and the precipitate is centrifuged several 

times with deionized water and ethanol. Then, the precipitate is dried at 60 ℃ for 12 hrs and 

calcinated at 500 ℃ for 2 h to obtain Ni0.2Fe0.2Cr0.2Cu0.2Mn0.2Ox (HEO) nanoparticles. 

 

Discussion  

 

Fig.1 (a-d) SEM images of the synthesized Ni0.2Fe0.2Cr0.2Cu0.2Mn0.2Ox 

(a)

30µm

(c)

5µm

(d)

2µm

(b)

10µm
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The Fig 1 (a-d) shows the SEM image of the synthesized HEO. It is observed that the 

synthesized materials are spherical, and the size of the particles is homogeneous. 

 

 

Fig. 2(a) and (b) HER and OER activity of HEO in 0.1M KOH+0.5M NaCl 

 

The synthesized HEO nanoparticles are coated on Ni foam, and Ti felt for cathode and anode 

to evaluate the electrocatalytic activity. Figures 2(a) and 2(b) show that the electrocatalysts 

could achieve 10 mA cm-2 at  321 mV and 416 mV for HER and OER in 0.1M KOH+0.5M 

NaCl, respectively. 

 

Conclusions  

The Ni0.2Fe0.2Cr0.2Cu0.2Mn0.2Ox (HEO) was synthesized successfully and characterized with 

various techniques. This electrocatalyst is an exceptional bifunctional catalyst that is 

appropriately nanostructured to exhibit the current density of 10 mA cm-2 at a very low 

overpotential of 321 mV and 416 mV in HER and OER, respectively. Further, the MEA was 

fabricated with the synthesized catalysts and assembled in the single-cell electrolyzer; the 

testing is in progress. These research findings would uphold the possibilities of highly efficient 

green hydrogen production at low cost, sustainably, for the long term.  
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Introduction 

 
Green hydrogen has gained significant interest as an environmentally friendly energy carrier 
to meet the global energy demand and to achieve an eco-friendly fuel economy. Alkaline 
water electrolysis (AWE) is a well-established and widely-used technology for hydrogen 
production. Primarily because of the use of nickel-based electrode instead of precious metals 
like platinum or iridium, the overall components costs are low compared to competing 
technologies [1]. However, one of the challenges of nickel electrodes is their low 
electrocatalytic activity in alkaline environment. To improve performance,  high surface 
area nickel (Raney-Ni) coatings can be used to decrease overpotentials [2]. Yet, commercial 
use of these coatings is still mostly limited to electrolyzers operating at low current densities 
(< 0.5 A cm-2) and the question is whether these coatings also will show a good and stable 
performance when operated at high current densities (>1 A cm-2), when mass transport 
limitations in the porous coatings might occur [3]. 

 

Methodology  

 
This work focuses on synthesis, characterization, and performance measurement of  Raney-
Ni as a coating material in a three-electrode setup (Figure1) and a flow cell (Figure 2). It 
involves synthesis of the materials, and an investigation of the impact of morphology, pore 
size distribution and thickness on electrolysis performance. Synthesized materials are also 
analyzed via microscopy techniques such as Scanning Electron Microscope (SEM). 
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Figure 1.Three-electrode cell setup for electrodeposition 

 
 

 
Figure 2. Alkaline water electrolyzer setup 

 
 
 

Electroplating of Raney Nickel 
 

All procedures were conducted in a three-electrode cell shown in Figure 1. In this three-
electrode cell configuration, two 1cm x 1cm nickel perforated plates are used as counter 
electrode (anode) and working electrode (cathode).  
 
Before electroplating, the electrodes were degreased in nitric acid solution for 5-10 min, 
followed by ultrasonically treatment with isopropanol for 20 minutes to remove impurities 
that might be on the surface of nickel perforated plates. Pretreated electrodes were then 
placed into the three-electrode cell containing modified Watt’s bath consisting of 
NiSO4  · 6H2O, NiCl2  · 6H2O, H3BO3 and ZnCl2 and were electroplated at constant current 
densities controlled by a direct current (DC) power supply [4].  A bubbler containing 4M 
KOH is connected to the cell to capture any generated chlorine gas. 
 
To create high surface area electrodes, the synthesized NiZn electrodes were leached 
according to the procedure described in Gannon et al [4]. The leaching was done using 6M 
NaOH solution at 50 °C for 48h until bubbles stopped forming. 
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Three-Electrode experiments 

All three electrode cell experiments were conducted on an Ivium potentiostat, connected to 
a three-electrode cell shown in Figure 1. The working electrode (WE) was electroplated 1cm 
x 1cm nickel perforated plates, the counter electrode (CE) was nickel mesh, and the 
reference electrode (RE) was reversible hydrogen electrode. 6M KOH with addition of  50 
µM Iron(III) was the electrolyte used in this setup.  
 
Measurements included Cyclic Voltammetry (CV), Electrochemically Active Surface Area 
(ECSA), Chronopotentiometry and Electrochemical Impedance Spectroscopy (EIS).  
Ohmic resistance was also determined using Electrochemical Impedance Spectroscopy 
(EIS) to determine IR-corrected overpotentials. Electrochemical Impedance Spectroscopy 
(EIS) in this work was also used to distinguish ohmic resistance, charge transfer resistance 
and mass transport. 

 
 

Flow Cell measurements 
 

The flow cell shown in Figure 2 was subsequently used to measure the performance of 
the full cell. A flow cell is composed of two electroplated Raney nickel electrodes as 
cathode and anode, and a Zirfon diaphragm consists of an open mesh poly-phenylene 
sulfide, which is coated with a mixture of a polymer and zirconium oxide (ZrO2). The 
electrolyte used for the flow cell was the same as for the three-electrode cell measurement 
(6M KOH together with 50 µM Iron(III)). Measurements including Cyclic Voltammetry 
(CV), Electrochemically Active Surface Area (ECSA), Chronopotentiometry and 
Electrochemical Impedance Spectroscopy (EIS) were performed. 

 
 
Results and Discussion  

 
The synthesized Raney nickel electroplated electrodes showed significantly higher 
surface area in ECSA measurement compared to bare nickel electrode, which is aligned 
with the literature [2]. These results correlated well with SEM images where the three-
dimensional appearance demonstrated much larger surface area compared to bare nickel 
electrode. 
 
In polarization curves, the electroplated Raney nickel electrodes showed a large reduction 
in overpotential in HER reaction compared to a bare nickel electrode. This is asrcribed to 
the larger surface area of Raney nickel, causing faster reaction rates. However, in OER 
reaction, this effect was more limited. Hence, more research has to be done to probe into 
the phenomenon. It is worth noting that adding 50 µM Iron(III) into 6M KOH alkaline 
solution showed a significant impact on the performance of electrodes in alkaline water 
electrolysis as shown in literature [5]. 

 
 
 

 

Conclusions  
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The high surface area Raney nickel coating electrodes  were  successfully synthesized using 
electroplating method. Preliminary results tested in three-electrode setup and flow cell 
showed that the electroplated Raney nickel electrodes showed enhanced activity toward 
hydrogen evolution reaction (HER) in alkaline solution, due to its high porosity and large 
surface area. However, the performance toward oxygen evolution reaction (OER) in alkaline 
solution was more limited. Since Raney nickel is mechanically fragile due to its high 
porosity, future research can be done on the prevention of delamination of the coatings from 
the substrate under operating conditions. 
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Introduction

In the future energy scenario, the balance of the electricity grid will become more complex, primarily
owing to the increased share of variable renewable energy (VRE). Consequently, it is imperative to
establish mechanisms capable of effectively adapting to the power demand. When there is an excess
of solar and wind energy production, surplus power should be translated into energy storage solutions.
Conversely, during periods of insufficient sun and wind, dispatchable energy means should be available
to meet the demand while ensuring that carbon emissions remain minimal. Hydrogen, as an energy
carrier can serve both scenarios: as a long-term and large-scale energy storage [1] and as fuel for power
production facilities. In this context, hydrogen-fired gas turbines (GT) will likely have a place in the
electricity system due to their operational flexibility and dispatchability. Öberg et al. [2] explored the
competitiveness of hydrogen-fueled gas turbines in future energy systems, finding out that hydrogen-fueled
gas turbines are highly competitive in systems with minimal acceptance of CO2 emissions. However, in
scenarios projected between 2040 and 2050, which still display tolerance for CO2 emissions, blends ranging
from 30% to 77% by volume appear to be more competitive. Nevertheless, the discussion around the use
of hydrogen in gas turbines not only involves the hardware technological challenge, including combustion,
compression, and storage but also the availability of low-carbon hydrogen. Gülen et al. [3] estimates
that producing H2 to co-fire at 30 vol.-% a combined cycle gas turbine (CCGT) with a capacity factor of
60% corresponds to a 7% of the US curtailment in 2020. It means that the capacity production of green
hydrogen (or zero-carbon hydrogen) is somewhat limited to smaller amounts, making small industrial
and aero-derivative gas turbines more interesting to be fired with hydrogen than heavy-duty CCGT.
Concurrently, larger gas turbines exhibit higher efficiencies, rendering them highly attractive assets. As a
result, it is expected that a fleet made of GTs of various sizes for different purposes will be the reality. So,
in this work, by analyzing the thermodynamic cycle of these systems, we aim to determine the advantages
of using one gas turbine over another based on their performance.

In the early 1980 Tsujikawa and Sawada [4, 5, 6] investigated different configurations of liquid
hydrogen-fueled gas turbines, identifying improvements on thermal efficiency and power output. In 2005,
Chiesa et al. [7] discussed the impact of hydrogen on the cycle of a gas turbine conceived for methane
combustion. They state that the change in fuel implies an off-design operation of the gas turbine, making
the matching of the components essential for the modeling. More recently, Arsalis [8] assessed the impact
of hydrogen on an industrial gas turbine and estimated the positive impact on the exergetic efficiency, and
Lopez-Ruiz et al. [9] analyzed the thermodynamic performance of a regenerative gas turbine, supporting
Arsalis’s conclusion on the positive impact of hydrogen. Bexten et al. analyzed a hydrogen-fired gas
turbine with external exhaust gas recirculation (EGR). They observed a lower impact on efficiency for
the hydrogen-fired gas turbine than for the methane one when EGR is at ambient temperature but the
opposite for the EGR at high temperature. Thus, the research shows that hydrogen seems to have a
rather positive impact in terms of performance. However, a comprehensive and detailed analysis of the
evolution of the thermodynamic performance of the different types of gas turbines is missing. For this
reason, we decided to investigate the impact of hydrogen on the thermodynamic performance of gas
turbines of different sizes to contribute to the discussion about the use of this fuel.

Throughout this extended abstract, we discuss the modeling of three different gas turbines and subse-
quently assess the influence of hydrogen on their performance. We have selected a heavy-duty gas turbine,
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based on a simple Brayton cycle, an aero-derivative gas turbine with a single spool and a free turbine,
and finally, a micro gas turbine (mGT) based on a recuperative Brayton cycle. In the methodology sec-
tion, we provide a comprehensive explanation of the construction of each of these models and detail the
modifications required for hydrogen combustion. Subsequently, we discuss why hydrogen impacts each
of these systems differently and comment on other factors that must be considered for further analysis.

Methodology

All the models in this paper have been built using Aspen Plus, a software widely used in the industry
for process simulation. The thermodynamic model for property calculation is the Redlich-Kwong-Soave
cubic equation of state with the Boston-Mathias alpha (RKS-BM) for all the gas streams, as Aspen
Plus recommends it for high-pressure - high-temperature systems. The three models are based on the
Brayton cycle principle, where atmospheric air is compressed, followed by combustion to attain elevated
temperatures. Subsequently, these high-temperature, high-pressure gases are expanded in a turbine to
produce electricity thanks to a generator. However, each system possesses distinct characteristics.

The degrees of freedom of a gas turbine depend on its design and complexity but the control of simple
GT for power generation is limited to the fuel flow, the airflow, and the rotational speed. The fuel\air
ratio entering the combustion chamber defines the turbine inlet temperature (TIT), which, in turn, based
on the Carnot efficiency, defines the thermal efficiency for the same operating conditions. However, the
TIT is usually not available in the performance sheet of the original equipment manufacturers (OEM),
while the turbine outlet temperature (TOT) is. For this reason, we decided to control the fuel flow to
maintain the same TOT in the three cases.

A gas turbine operates as a fixed-volume machine at a constant rotational speed. Thus, to adjust the
volume flow, it is necessary to control the rotational speed or modify the inlet section, which is made
possible by the presence of inlet guide vanes (IGV). However, the possibility to control the rotational
speed of the turbine depends on the size of the equipment. The largest machines are designed to run
at constant rotational speed but the existence of IGVs, allows the operators to adapt the output of the
machine by changing their position. Some smaller systems, like industrial and aero-derivative run at
different speeds and have IGVs. While in the case of mGTs, it is the rotational speed that is controlled
to fit the needs of the user.

The heavy-duty gas turbine is based on the performance of the GE 7HA.02. The GE HA series is the
fastest-growing fleet in the world, so we considered this model to be representative of this range. As shown
in Fig. 1, a single turbine generates the power to drive the compressor and the generator. The matching
of the compressor and the turbine for the off-design operation is made by the assumption that the turbine
is choked and therefore the swallowing capacity is constant. The cooling flows are simulated as a fraction
of the compressed air that is then mixed with the combustion products, reducing the temperature at the
inlet of the turbine. The rotational speed of heavy-duty GTs is fixed by the grid at 3000 or 3600rpm
limiting the degrees of freedom to operate them and it is assumed that the IGVs are completely open.
So in this case, only the fuel flow is controlled to keep the TOT. The GT produces 344MW of electricity
with a thermal efficiency of 41.7% at ISO conditions and the model was previously validated in [10].

Figure 1: Heavy-duty gas turbine model with nonchargeable cooling flows based on the GE 7HA.02.

In the case of the aero-derivative gas turbine, we have selected the GE-LM2500 which produces 33MW
with a thermal efficiency of 38.6%. The GE-LM2500 is one of the well-known power generators in the
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industry with over 120 million operating hours [11] and thus an interesting engine to assess. This model
at ISO conditions and full load has been validated against actual data available in Thermoflex. The
way of modeling changes from the heavy-duty gas turbine because there are two turbines in series as
depicted in Fig 2. The high-pressure turbine (HPT) generates the power to drive the compressor while
the power turbine (PT) drives the generator to produce electricity. It is assumed that the PT is choked,
limiting the HPT in terms of pressure ratio while the rotational speed of the gas generator is controlled
to maintain the matching between the HPT and the compressor. Adjusting the rotational speed enables
us to navigate within the compressor’s performance map and match it to the desired operational point.
In short, for the off-design operation, the HPT needs to produce the power to drive the compressor while
keeping its pressure ratio constant.

Figure 2: Aeroderivative gas turbine model with nonchargeable cooling flows based on the GE LM2500.

The Turbec T100 was used as a reference for the mGT model. It produces 100kW of power and has an
efficiency of 28.85%. The model was validated using both the manufacturer’s data, but also experimental
data available from previous tests performed in our research group [12]. For this GT, the modeling
differs from the simple Brayton cycle because a heat exchanger is placed between the compressor and
the combustion chamber to recover heat from the exhaust gases and increase the efficiency of the system
as shown in Fig. 3. The TIT is limited because the turbine blades are made of metal and due to size
constraints, there are no cooling flows. This, in conjunction with lower component efficiency, results in
a reduction in the thermal efficiency of the system. As well as for the heavy-duty, the matching of the
compressor and the turbine is done by the assumption of the choke condition at the inlet of the turbine.
However, as the scale of the GT is much smaller, the rotation speed can be easily modified to generate
the power needed by the user giving more flexibility. Thus, two cases are considered for the mGT: (1)
TOT and rotational speed constant and (2) TOT and power output constant.

Figure 3: mGT model based on the Turbec T100.

Discussion

When comparing all the configurations it can be concluded that increasing the hydrogen fraction
has a positive impact on every one of them in terms of efficiency and power output when operating the
gas turbines for a constant TOT. As illustrated in Fig. 4 the power produced by the aero-derivative
displays a higher relative increase of 9% compared to 6.5% for the heavy-duty and 3.2% for the mGT.
Contrastingly, in terms of efficiency (Fig. 6), the heavy-duty GT shows a higher relative increase of
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3.2%, while the aero-derivative exhibits a smaller increase of 2.5%. The mGT shows smaller gains for
the two scenarios that were studied, the power constant case being the least advantageous with a 0.9%
relative efficiency increase.

The increase in power output and efficiency is due to multiple factors. As Chiesa et al. [7] explains,
the change in the composition of the flue gases modifies the enthalpy change in the turbine, while the
difference in lower heating value implies a decrease in mass flow rate. In the case of the heavy-duty
gas turbine and the mGT, the air mass flow entering the system slightly decreases (and could even be
considered constant) while due to hydrogen combustion, the amount of water vapor in the flue gases
increases. This has as a consequence an increase in the specific heat capacity (Cp) and the heat capacity
ratio (γ) of the combustion products, translating into more power generated by the turbine despite the
decrease in mass flow rate.
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Figure 4: Hydrogen has a higher impact on the aero-derivative gas turbine power output.

The case of the aero-derivative is slightly different. The air mass flow entering the gas turbine increases
due to the control to match the compressor and the turbine. The Cp of the combustion products increases
with a higher hydrogen fraction, as well as γ. The TIT increases and so does the temperature at the
outlet of the HPT. Additionally, the outlet pressure of the HPT increases because the compression ratio
also increases, while the pressure ratio of the HPT is constant, resulting in gases with higher enthalpy
at the inlet of the power turbine. Finally, with the increase of the flue gases mass flow rate and a higher
enthalpy available at the inlet of the power turbine, the GT delivers more power.

The gain in efficiency is a consequence of the increase in power output, but it does not translate
directly as the heat input also increases in most cases. Due to temperature controls (TOT in this case)
and a higher excess of air for a bigger hydrogen fraction, the required thermal input increases, except in
the case of the mGT at constant power as shown in Fig. 5. For the aero-derivative, despite producing
more relative power than the heavy-duty, the excess of air is higher resulting in more need for heat to
maintain the TOT constant.

In the case of constant power and TOT of the mGT, the enthalpy drop variation due to the composition
of flue gases plays an important role. The TIT decreases and so does the heat input rate, resulting in a
higher efficiency despite constant power output.
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Figure 5: The heat input increases to maintain the TOT, but as the mGT case 2 is limited to producing
the same amount of power, the higher Cp of flue gases allows to not increase the heat input.
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Figure 6: The heavy-duty gas turbine seems to get more advantage from hydrogen in terms of efficiency.

Conclusion

This paper explores the influence of hydrogen on the performance of gas turbines of different sizes.
It assesses the overall positive impact on each gas turbine’s performance while highlighting distinctions
between them. Notably, heavy-duty gas turbines appear to excel in terms of efficiency, whereas aero-
derivative models exhibit advantages in power output. The simulations have been done only for the
TOT constant, but other control parameters, like IGV control, must be evaluated to have a broader
comprehension of the different operating points. However, the comparison in terms of efficiency and
power output is not enough to establish the competitiveness of each system within a larger framework.

Acknowledgments

This research is part of the BE-HyFE project, which is a Belgian academic collaboration project,
funded by the federal Energy Transition Fund by FPS Economy. More information on www.behyfe.be.

References
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[3] S. Can Gülen, Raj Singh, and Pritam Banerjee. Hydrogen and Gas Turbines – A Rational Approach.
In Proceedings of ASME Turbo Expo 2023, Boston, 2023. ASME.

[4] Yoshiharu Tsujikawa and Teruo Sawada. On the Utilization of Hydrogen as a Fuel for Gas Turbine :
1st Report, On the Utilization of Low Temperature Exergy of Liquid Hydrogen. Bulletin of JSME,
1980.

[5] Y Tsujikawa and T Sawada. Analysis of a gas turbine and steam turbine combined cycle with
liquefied hydrogen as fuel. International Journal of Hydrogen Energy, 1982.

[6] Y Tsujikawa and T Sawada. Characteristics of hydrogen-fueled gas turbine cycle with intercooler,
hydrogen turbine and hydrogen heater. International Journal of Hydrogen Energy, 1985.

[7] Paolo Chiesa, Giovanni Lozza, and Luigi Mazzocchi. Using hydrogen as gas turbine fuel. Journal of
Engineering for Gas Turbines and Power, 2005.

[8] Alexandros Arsalis. Thermodynamic modeling and parametric study of a small-scale natural
gas/hydrogen-fueled gas turbine system for decentralized applications. Sustainable Energy Tech-
nologies and Assessments, 2019.

[9] Gontzal Lopez-Ruiz, Joseba Castresana-Larrauri, and Jesús Maŕıa Blanco-Ilzarbe. Thermodynamic
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Introduction 

 
The European Union and its member states outlined in the past three years plans [1]– [3] how 
to decarbonize their economies, achieving climate-neutrality in heavy-industries and transport 
and transitioning from fossil fuels towards renewable energy altogether until 2050. This energy 
carrier, which is supposed to drive the decarbonization, can be produced through different 
ways: Electrolysis of water through renewable energy sources (Green Hydrogen), carbon 
capture of hydrocarbons (blue hydrogen) and steam reforming of natural gas (grey hydrogen). 
The plans of the EU and in particular the German government point out particular interest to 
fuel their economies with preferably ‘green hydrogen’, but parallelly remaining open for other 
colors of the hydrogen production scheme. Regardless of the color, there exists bipartisan 
agreement to import up to 70% of the required amount of hydrogen in 2030 from other parts 
of the world, pointing to the Middle East and North Africa (MENA) as potential suppliers [2].  
 
Three implicit facts stand out here: First, there is no large-scale ‘green hydrogen economy’ 
existing in the region yet, hence grey and blue hydrogen might still play a role in the meantime 
although not considered sustainable at all [4]. Second, there is much attention in the discourse 
drawn on the EU perspective to fulfil political and developmental goals and less MENA region 
how the hydrogen economy will actually evolve based on the political goals of the 
governments in the region. The region might play a significant role for hydrogen exports to 
the EU, while pursuing own developmental and political goals as well as committing to climate 
targets, indicating an unequal balance of priorities. Therefore, it is particularly important to 
extend the narrow view away from European developmental plans towards the MENA region, 
as the development of the hydrogen economy in Middle East and North Africa will account in 
the overall view on the sustainability of imports towards the EU and member countries. Third, 
contemporary plans in MENA countries to facilitate a hydrogen economy for domestic use 
and export purposes towards the EU are currently underway due to the local availability of 
abundant renewable and still significant fossil energy sources which poses a necessary 
condition for the production of hydrogen [5].  This development will make some countries and 
in particular actors in the MENA region a powerful driver of an impactful global energy 
transition that puts a new ‘energy regime’ of power in place. To further describe this ‘regime’, 
I will use the Foucauldian term ‘dispositive’ to embrace the structure of politics, economy and 
society in the Middle East and North Africa that has evolved in the past ‘regime’ of fossil fuels 
and which will face the energy transition towards the hydrogen economy.  
 
This opens up the general question how the discourse on the hydrogen economy in the MENA 
region is constructed, based on an assessment of powerful actors and possible risks and 
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opportunities of this transition. Considering the pressuring political agenda to achieve climate-
neutrality at all costs [6] and also a predominance of positive outlooks in the media discourse, 
the contrasting juxtaposition of risks and opportunities needs to be further analysed. Therefore, 
the aim is to analyse the contemporary media discourse of the hydrogen economy plans in the 
MENA region to answer the following research question:  
Which actors are directly affected or indirectly affected by the development of a green 
hydrogen economy and which opportunities and risks are discussed in the media discourse in 
the MENA region? 
 

Relevance 

This research paper contributes to two identified research gaps among research on the 
hydrogen economy. First, contemporary research on the facilitation of a hydrogen economy 
puts emphasis mainly on techno-economic aspects, economic growth projections [7]–[9] and 
normative assessments focusing, for example, on environmental and social justice under the 
framework of ‘just transition’ [10]. None of these publications have considered the influence 
of power relationships executed by actors and how they construct the discourse on the current 
development of the hydrogen economy. Cha and Pastor [11] acknowledged the significant 
influence of power relations in the case of ‘just transitions’, therefore it remains also an open 
question whether certain actors execute more power on the energy transition towards hydrogen 
than others. Avelino [12] understands any form of sustainability transition as powerful 
discourse driven by actors, standing in relationship to each other and executing power. Scoones 
[13, p. 309] considers transformations, particularly in the case of sustainability, as a construct 
of ‘…networks, alliances, and coalitions and connect diverse actors - including state and 
business actors, scientific-technical elites and citizens movements’. Therefore, closer 
observation of actors and power relationships will disclose which interests drive the 
contemporary discourse on the upcoming hydrogen economy.  
 
Second, considering the failure of previous attempts to establish a hydrogen economy in the 
2000s and strong current political advocacy towards hydrogen production to achieve climate 
neutrality [14], tangible evidences and assessments of possible risks and opportunities how the 
hydrogen economy will evolve are currently missing. In particular risks are mostly 
downplayed, as the economic perceptions are based on perceptions of growth, while 
environmental or even social risks are being raised by NGOs and research organizations at the 
same time. This divergency is in need for further tangible analysis. As Beck [15] has raised 
the term of ‘global risk society’ the perspectives on risks need to be further analysed, as they 
represent an important by-product of any modernization process and society needs to respond 
to it at a given time when crisis occur. It should be no doubt that a large-scale hydrogen 
economy in the MENA region will be prone to certain risks, as it has also been the case during 
the ’regime’ of fossil fuels exportation in terms of geopolitics, society and economics.  
 

Main Focus of the research paper  

The aim of this paper is to give a better understanding of the current media discourse on the 
upcoming development of a hydrogen economy in the MENA region, focusing on relevant 
influential actors and power relationships as well as identifying risks and opportunities based 
on statements, narratives and storylines. When perceiving the transition towards renewable 
energy, particularly using hydrogen as energy carrier for renewables, as a dynamic process of 
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‘revealing’ [16] then I am asking at first: who is transitioning?2 Answering this question 
through the following methodology will reflect itself in a disposition of actors and power 
relationships to be considered in the assessment on risks and opportunities of the energy 
transition towards a hydrogen economy in the MENA region. It will eventually provide 
indications on the perspectives from governments of the MENA region how the hydrogen 
economy is portrayed as a vision until 2030 and beyond.  
 

Methodology  

In order to conduct the discourse analysis, the research will use a selection of maximally 20 
news articles in the timeframe 2019-2022 from each country in the MENA region. According 
to Carvalho [17] newspaper articles are highly relevant sources to understand how certain 
realities are constructed. The news articles will be analysed through a content analysis inspired 
by a method proposed by Hajer  [18], [19] and Dryzek [20] on environmental discourses. Both 
are equally adapting Foucauldian approaches to discourse, understanding it as an ensemble of 
practices, objects, statements and images that are regulated by a set of rules [21]. This means, 
to identify how a certain topic or issue is constructed as well as its basic entities, components 
and storylines of the discourse. Particular application of those methods inspired by Hajer and 
Dryzek have been conducted by Doulton and Brown [22] and Machin [23]to analyse 
environmental modernization and climate change discourses and make sense of their storylines 
and basic entities.  The approach to analyse storylines and how they are constructed in the 
discourse will be applied here by using the software MAXQDA to code the different news 
articles to give better understanding of the hydrogen discourse among MENA countries. This 
will be done based on the using the following categories: Actors and Objects, Storylines on 
Risks and Opportunities.  
 
The following outline of the research approach is adapted from similar analytical frameworks 
on how to conduct discourse analysis of texts from [17] and [20]: 

1. Selecting the ‘corpus’ of texts, in this case maximally 20 news articles about the 
development of the hydrogen economy in the timeframe 2019-2022 from each MENA 
country (Algeria, Bahrain, Egypt, Iran, Iraq, Israel, Jordan, Kuwait, Lebanon, Libya, 
Morocco, Mauritania, Oman, Qatar, Saudi Arabia, Syria, Tunisia, UAE and Yemen). 
If possible, media content from each country’s official news agency Unfortunately, not 
all media landscapes of those MENA countries deliver the same quantity and quality 
of coverage on the hydrogen economy. Therefore,  

2. Comparative reading of the news articles in order to provide an initial impression of 
the argumentative setting on the discursive perceptions on the hydrogen economy.  

3. Reducing the number of MENA countries depending on the availability of media 
sources. A minimum number of five media articles will be used us lower threshold. . .  

4. Screening of the news articles by using the software MAXQDA. Through automated 
searching of the term ‘Hydrogen’ and marking the corresponding paragraphs where 
the term shows up.  

5. Analysing and coding the marked paragraphs on actors and objects to identify power 
relationships in the facilitation process of the hydrogen economy of each MENA 
country.  

 
2 See research question  
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6. Analysing and coding the marked paragraph on storylines about ‘risks’ or 
‘opportunities’ of the green hydrogen economy in relation to the previously identified 
actors and objects within the paragraphs.  

7. Summarizing all identified codes for actors, objects and storylines into groups to give 
an improved overview on the results. For instance,  

8. Summarizing the results from the accumulated data across all MENA countries and 
highlighting differences in terms of power relationships and storylines about risks and 
opportunities to provide tangible results for understanding better the hydrogen 
discourse.   

Conclusions  

Preliminary results of the analysis already indicate the following characteristics of the media 
discourse on the hydrogen economy in the MENA region  

1. Some countries do not have a relevant media discourse (Syria, Lebanon, Yemen, Iraq) 
2. Other MENA countries have a media discourse on the hydrogen economy, but in an 

entirely different context (Iran; chemical engineering reports from gas industry), the 
own country size is acknowledged as too small for large-scale projects (Kuwait & 
Bahrain) or contemporary political crisis overshadow the feasibility of hydrogen 
projects (Libya)  

3. The remaining MENA countries (Mauritania, Morocco, Algeria, Egypt, Saudi-Arabia, 
Oman, UAE, Qatar, Israel and Jordan) show in their hydrogen media discourse many 
similarities with national relevant topics from politics, economy and society in their 
storylines and depiction of risks and opportunities. For instance, below two findings 
from Israel and Egypt: 

 

Table 1: Hydrogen Discourse in Egyptian media ranked according to frequency of 
codes 

Actors Risks Opportunities  Storylines 
1.Government/President 1.Domestic 

Energy Needs 
1.Sustainable Energy 1.The Government is 

driving the domestic 
hydrogen economy 

2.Suez Canal 2.Water 2.Investment 2. Egypt offers 
beneficial conditions 
for a hydrogen hub 
and production and 
will lead the field 
internationally 

3.Europe/EU 3.Institutional 
challenges 

3.Environment/Climate 3. Egypt will benefit 
in environment, 
society and economy 
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Table 2: Hydrogen Discourse in Israeli media ranked according to frequency of 
codes 

Actors Risks Opportunities  Storylines 
1.Israeli Start-ups 1.Political 

Situation 
1.Technical 
Innovation 

1.Domestic Innovation 
will push hydrogen 
application 

2.Research/ 
Science/Universities 

2.Market 
Competition 

2.International 
Cooperation 

2. Hydrogen economy 
will foster international 
partnership in the 
region (Egypt, Jordan, 
Saudi-Arabia) 

3.Morocco 
(Government) 

3.Water supply 
& Land 

3.Decarbonisation 3. Israel will serve as 
hydrogen hub for the 
fuel of the future 

4.Transportation, 
Mobility &Industries 

 4.Investment  

 
 
Final conclusions of the research will be made as soon as the research paper is finalized, which 
is expected to happen in the first quarter of 2024.  
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Hydrogen Mobility Transition: How it affects the society and how 

to secure policy consistency 
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Introduction 

Hydrogen energy has been in limelight with its potential to reduce Green House Gas (GHG) 

emissions while being a means of strengthening energy security. The world has witnessed 

growing interests of countries in hydrogen applications including hydrogen mobility. The 

countries focusing on hydrogen energy can be divided into hydrogen producer, hydrogen 

end-user or both. Among countries which endeavour to promote hydrogen applications, 

there are meaningful numbers of countries concentrating on increasing the number of 

Hydrogen Fuel Cell Vehicles (HFCVs) on the road as a part of hydrogen mobility. Given 

the crucial role of transport sector in reducing emission for decarbonisation, there is a need 

to activate the transition to environmentally benign vehicles including so called green 

mobility[1].  

 

According to the  IEA Technology Collaboration Programme on Advanced Fuel Cells[2], 

as of the end of 2022, more than 70,000 units of HFCVs are on the road with 1000 Hydrogen 

Refuelling Stations(HRSs) worldwide. This demonstrates the meaningful growth in 

hydrogen mobility market as the result of significant technological advancement in HFCVs 

along with the governmental efforts of Asian countries such as China, South Korea and 

Japan as well as the US and European countries[3].  

 

However, as the IEA comments on the Global Hydrogen Review 2022, hydrogen energy is 

still in the nascent stage. In addition to technological sophistication, there are other aspects 

to consider. Securing policy consistency and public acceptance can be the ones to focus for 

hydrogen mobility transition. Hydrogen mobility policies falls under long term energy and 

environmental policies. This can bring uncertainty about prospects for implementation. 

Since hydrogen mobility policy affects daily lives of people, policy consistency holds 

significance in terms of expelling uncertainty to attract industry’s interests and raising public 

acceptance. In this regard, a socio-technical approach to analyse hydrogen transitions can 

help to identify and examine factors affecting policy consistency [4].  

 

There is limited research to date which analyses hydrogen mobility from a socio-technical 

perspective. Those studies focus on a few Western countries. Given the countries interested 

in hydrogen transitions are not only advanced countries but also developing countries, 

countries take different strategies for hydrogen transitions, raising the necessity of taking 

socio-technical perspectives for non-Western countries. To this end, this paper extends the 

socio-technical approach to analyse policy consistency in hydrogen mobility transition in 

South Korea, a country whose feature of government system differs in this respect to those 

Western countries previously studied. 

 

Under this circumstance, this research aims at applying socio technical transition and ideal 

governance framework to hydrogen mobility transition to raise public acceptance and secure 

policy consistency. Two objectives are set to achieve the aims, which are 1) investigate 
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which tools and theories from liberal democracies could be effective in analysing hydrogen 

mobility transition of the non-liberal countries and 2) explore how the result of this research 

could be a reference for other countries including European countries. 

 

With the recognition of developments on hydrogen mobility as a social phenomenon, this 

research adopts Multi-level Perspective (MLP) elaborated by Geels [5]. This is to analyse 

the newly emerging technology with niche, regime and landscape perspectives to figure out 

whether the new technology is innovate enough to create niche, destabilise existing regime 

and shift the landscape in a sustainable manner [6]. However, only with MLP, tensions can 

be identified but it would be restricted to resolve challenges. As Geels[7] has pointed out, 

an open-type inclusive governance framework should be explored to compensate the limit. 

 

In terms of having different administrative system compared to liberal democracies, South 

Korea is under the influence of Confucianism and top-down approach. This aspect makes 

South Korea be a meaningful venue to apply MLP and governance originated from the 

liberal west. In other words, this will contribute to narrow the gap in introducing Western 

theories on non-Western countries academically while inferring aspects of practically and 

effectively applying theories from the west to other countries. 

 

Moreover, figuring out appropriate governance framework holds significance in terms of 

smooth hydrogen mobility transition. There has been research on Strategic Niche 

Management (SNM) which could be translated into reflexive governance to understand how 

SNM could be coordinated with MLP[8, 9]. However, Geels did not name one certain 

governance framework when refuting the criticisms with credible methods to compensate 

the limits. This reflects the perspective that the tools and theories assessing the social world 

could be modified in line with the culture and political system of the target region. Against 

this backdrop, this research consider adaptive governance which could reflect top-down 

approach[10]. 

 

Among Asian countries, which are standing at the forefront to promote hydrogen vehicles 

and related infrastructure for hydrogen mobility transition[2], this research takes South 

Korea to explore the developments on hydrogen mobility transition by adopting MLP and 

adaptive governance to smoothly facilitate the hydrogen mobility transition for hydrogen 

economy. The purpose of this case study is to verify the effectiveness of adopting MLP and 

adaptive governance in South Korea. It can also identify whether the South Korean case 

could be a reference to other countries in transitioning to hydrogen mobility for hydrogen 

economy. 

 

To briefly explain, South Korean government has expressed its strong willingness to 

promote hydrogen mobility transition as a pathway towards hydrogen economy since the 

announcement of hydrogen roadmap in 2019[11]. However, when comparing the plan to 

actual progress, much effort is needed to achieve the goal. In the case of HRSs, regulations 

and opposition of the residents due to hydrogen-induced accidents have been a hurdle to 

overcome. Under this circumstance, analysing this situation with MLP and applying 

adaptive governance to resolve challenges would be meaningful in terms of raising public 

acceptance that could be a basis for securing policy consistency. 

 

In summary, the approaches and philosophies of analysing social world are originated from 

liberal democracies in the West and South Korea takes different stance in terms of the 

administrative structure oriented to bureaucracy or top-down approach under the influence 
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of Confucianism like other Asian countries such as China and Japan[12]. This raises the 

concern over whether it is effective and sustainable to directly apply theories from Western 

countries[13]. That is, this situation calls for the necessity of investigating this perspective 

to consider the culture and system of non-Western countries.  

 

Given the urgency of promoting hydrogen vehicles for decarbonisation, countries involved 

in this effort are required to accelerate the process of hydrogen mobility transition regardless 

of Western countries or non-Western countries. The process of exploring this aspect, 

analysing the social phenomenon on hydrogen mobility transition and figuring out ways to 

address issues of public awareness and policy consistency could be a reference to other 

countries for smooth transition to hydrogen mobility.                    

 

Methodology  

To achieve the objectives elaborated on Introduction, qualitative research is conducted in 

line with the philosophy of pragmatism that combines inductive reasoning and deductive 

reasoning under the constructivism[14, 15]. In detail, literature review and data analysis 

from various sources including document and interview have been carried out to collect 

empirical data under the theoretical basis. This process is linked to triangulation which could 

raise the credibility, trustworthy, rigor and quality of this research[16]. 

 

When it comes to data collection process, the researcher has conducted literature review to 

identify theoretical and epistemological aspects of hydrogen transition as a first step. 

Document analysis on publishments of International Organisations such as IEA, Hydrogen 

Council, IPHE and IRNEA is followed to understand the global trend on hydrogen 

transition. The analysis scope is narrowed down to documents, reports and news articles 

related to South Korea to specifically figure out the status of South Korea in terms of its 

efforts in activating hydrogen mobility transition for hydrogen economy. With literature 

review and document analysis, the researcher can achieve knowledge and background 

information to be an observer and interpreter of the social phenomenon on hydrogen 

mobility transition.  

 

The interviews that the researcher conducted are categorized into three, the interview with 

the global experts, the interview with the public officials in South Korea and the interview 

with the public in South Korea[17]. For the portfolio of the global experts, the researcher 

tried to diversify the experts from various countries including the US, Canada, Germany, 

Netherland and the UK who are researching in various fields such as transport, transition 

theory, policy analysis, governance and urban planning. Among them, three interviewees 

have an in-depth knowledge in governance efforts, hydrogen mobility related policies and 

industrial aspects of hydrogen mobility in South Korea.  

 

The interview with the public officials is to listen the developing stories of hydrogen 

mobility transition in South Korea, challenges during the process and solutions to secure 

policy consistency. Meanwhile, the interview with the public is to understand whether the 

public is aware of the endeavour of the government along with their thoughts and opinions 

on hydrogen vehicles and HRSs. In total, the researcher has interviewed 30 interviewees. 

 

The collected data in line with this process is analysed with thematic analysis[18]. The 

repeated analysing process will be a set of inductive and deductive reasoning by coding and 
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decoding the contents of the data. During this process, MLP with niche creation, regime 

destabilisation and landscape change can be analysed. In addition, the potential of adaptive 

governance which could consider target country’s culture and system with learning by doing 

process is investigated. This is to figure out ways to raise the public awareness and 

acceptance to keep policy consistency. This will eventually expel the uncertainty on 

hydrogen mobility related policies and attract industrial investment while activating 

hydrogen mobility in an efficient and sustainable manner. Moreover, the research result 

could be led to the coordination between top-down and bottom-up approach to facilitate the 

international cooperation for hydrogen mobility transition by referring to the case study.  

 

Results 

This research applies a tool of socio technical transition and a governance framework to 

hydrogen mobility transition. It is to explore the influence of new technology introduction 

for decarbonisation in mobility sector and figure out how to secure policy consistency amid 

contradicting opinions of the public on the hydrogen energy. With literature review and data 

analysis including documents, reports, grey literature, news articles and interviews, this 

research has concluded that the combination of MLP and adaptive governance could be the 

most appropriate method to understand the situation and investigate ways to move forward 

in an efficient and sustainable manner. In addition to this general conclusion, the case study 

of South Korea could imply lessons to take that certain modifications are required when 

taking different approach under the same theory. In this regard, the South Korean case has 

a potential to be a reference to other countries with valid analysis on hydrogen mobility 

transition in South Korea. It also indicates the ways to raise public awareness for policy 

consistency to solidly enable hydrogen mobility transition.  

 
 

Discussion  

This research aims at answering the two research questions, which are 1) Is it reliable to 

directly apply theories from the liberal West to top-down oriented countries for hydrogen 

mobility transition? And 2) How to validate the reference-ability? This research is not only 

focusing on applying theories and tools from liberal democracies to Asian countries with 

Confucian values and top-down approach but also trying to understand the whole process 

so that it could be applied to other non-Western or non-liberal countries.  

 

To this end, the features of MLP and adaptive governance have been reviewed to understand 

how this could be coordinated with top-down oriented country for hydrogen mobility 

transition. Other points to discuss are how tensions and challenges could be identified with 

MLP and how adaptive governance could be combined to overcome the challenges to secure 

policy consistency by raising the public awareness. 

 

The discussed point can be a basis for analysing the sustainability and effectiveness of 

applying MLP and adaptive governance, which leads the discussion point to move on the 

possibility of being a reference for other countries striving to facilitate hydrogen mobility 

transition. The other perspective to discuss is the importance of government role in the initial 

stage indicated in the document analysis. To speed up the hydrogen mobility transition for 

carbon neutrality, governmental intervention would be meaningful. In other words, South 

Korean case could convey interesting messages to liberal democracies in terms of 

governmental leadership. 
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The world is working together by establishing Hydrogen council and IPHE. Moreover, 

international organisations such as IEA and IRNEA highlight the importance of 

international cooperation. Accordingly, it would be worthy to analyse whether this research 

could lay a foundation for effective international cooperation to facilitate hydrogen 

economy with hydrogen mobility transition.   

   

Conclusions  

When BMW announced the launch of a pilot project on developing hydrogen passenger car, 

the company explains about the potential of scaling up hydrogen vehicles with clean 

hydrogen. It also points out the needs to develop HFCVs in consideration of certain regions 

that are hard to install enough EV charger1. This infers the necessity of diversifying the 

types of green mobility in addition to EVs. Under this circumstance, it would be reasonable 

to comment that there has been a significant development in hydrogen mobility with the 

advancement of the related technologies and governmental leadership.  

 

Even though the countries’ scheme and approach are varied, the goal could be the same 

which will be activating and materialising hydrogen economy. The countries set their 

strategies and schemes in line with their situation. The South Korean case has demonstrated 

various perspectives. The government is trying to lead the efforts of hydrogen transition by 

focusing on hydrogen mobility first. With the hydrogen cities2, the government endeavours 

the convergence of hydrogen technologies by expanding the application scope to power 

generation and district heating. So far, all processes are led by the government. For a genuine 

progress toward hydrogen economy, it is time to consider how to effectively hand over the 

leadership to private sector while raising public acceptance. 

 

Qualitative research analyses the social world which has kept changing. In the case of 

hydrogen mobility transition, it has been evaluated that there is a need of attracting the 

attentions of the public on the hydrogen vehicles and related infrastructure. To this end, 

securing the policy consistency in hydrogen mobility will let public trust government. This 

will eventually raise public acceptance and expel uncertainties for industries to invest in 

hydrogen applications. When it comes to the case study in South Korea, it is true that the 

new administration has changed views and strategies. However, it can be adaptively 

reflected in the hydrogen mobility transition so South Korea can continue the journey for 

hydrogen economy.  

 

So far, this research has identified the viability of combining MLP and adaptive governance 

to resolve challenges and find solution. During this process, ways of improving policy 

consistency and public acceptance are reviewed. Moreover, the feasibility of applying this 

combination is explored and it could be concluded that theories originated from bottom-up 

oriented countries can be applied to a top-down oriented country under the condition that 

the culture and uniqueness of the target countries is considered. The whole process leads to 

the credibility of referring this case study to other countries.  

 
1 https://www.press.bmwgroup.com/global/article/detail/T0408839EN/bmw-group-brings-hydrogen-cars-to-the-

road:-bmw-ix5-hydrogen-pilot-fleet-launches?language=en, 

https://www.telegraph.co.uk/business/2023/03/15/bmw-make-hydrogen-fuelled-cars-admits-evs-wont-work-

everyone/   
2 https://energynews.biz/creation-of-6-hydrogen-

cities/#:~:text=From%20the%20next%20year%2C%20Pyeongtaek,billion%20won%20for%20local%20expense

s).  
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Each country adopts strategies and schemes by considering its industrial situation so the 

starting point for hydrogen journey could be different. While each country strives to activate 

the hydrogen economy, hydrogen applications will be interlocked each other for the 

hydrogen economy. Against this backdrop, this research can imply certain aspect to 

benchmark while implying further study such as the meaning of international cooperation 

for hydrogen economy.  
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Introduction 

 
Low carbon hydrogen is a highly effective clean energy carrier due to its high gravimetric 
energy density (Higher Heating Value (HHV) of 142 MJ kg-1) and, when it is oxidised to yield 
power and heat, the only material product is water. However, hydrogen has a low volumetric 
energy density (< 14000 MJ m–3 under any condition) which requires heavy and complex 
storage tanks when stored as a high-pressure gas (70 MPa, 298 K) or low temperature liquid 
(< 1.6 MPa, 20 K). A potential solution to this challenge is to use highly porous solid materials 
as adsorbent tank inserts, or liners, which allow storage capacity to be increased, or the pressure 
decreased for the same mass of fuel [1] (Figure 1).  

 

 

 

This increase in performance is due to hydrogen being stored more densely on the surface of 
the material by physisorption, which is reversible and does not require a significant energy 
input to desorb the hydrogen. Adsorption or physisorption occurs due to weak attractive forces, 
known as Van der Waals, between molecules of a fluid, in this case hydrogen gas and a solid 
adsorbent. The gas molecules stick to the surface of the adsorbent and are more densely stored 
than in the bulk gas. The amount of gas adsorbed increases approximately linearly with surface 
area [15]. High surface area materials such as metal organic frameworks (MOFs), activated 
carbons, porous aromatic frameworks (PAFs), and zeolites have been previously investigated  
for hydrogen storage [1-5]. In addition to the high surface area, the pore size has been shown 
to affect the hydrogen storage capacity of these materials, with pores of dimensions 0.6 - 0.7 
nm being optimal [6].  As a result, microporous materials (pore widths < 2 nm) are the most 
appropriate for storing hydrogen and demonstrate uptakes that are sufficient to meet the system 
guidelines set by US Department of Energy (DoE) for light duty fuel cell vehicles (5.5 wt.% 
[7]). However, this level of storage includes the mass of the storage system as a whole, and not 
only the material itself. 

 
 Corresponding author: enmcjb@bath.ac.uk 

 

 

 

Figure 1: Schematic of tank and adsorbent consolidated composite 
insert 

H2 

Porous material as insert 
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Work published to date has primarily focused on the hydrogen uptake of a range of highly 
microporous materials [1-5]; however, these are particulate and their incorporation into storage 
tanks can lead to fouling, as well as complex handling and safety issues. To date, little has been 
published on forming such storage materials into usable geometries with sufficient hydrogen 
storage and mechanical, and thermal properties to withstand tank conditions. A potential 
material to form into a usable geometry is the Polymer of Intrinsic Microporosity 1 (PIM-1). 
This has good processability as well as reasonable hydrogen storage capacity due to its 
constrained spirocentre that prevents polymer chains packing efficiently, and creates pores of 
up to 2 nm in width [8]. The surface area of the materials is, however, limited to approximately 
700 m2 g-1 [8] compared to materials such as activated carbons, which can store up to four 
times as much hydrogen [9]. However, divided carbon materials can present handling and 
processing issues. The potential to combine the processability of PIM-1 with the high storage 
capacity of activated carbon provides a route to exploit the advantages of each material. 
Generally, polymer forming is dependent upon whether the polymer is a thermoset or 
thermoplastic, however, PIM-1 does not readily fit into one of these categories, meaning 
traditional methods are challenging. The solution processability of PIM-1 has been 
demonstrated widely for planar films but forming 3D structures and monoliths has been studied 
to a limited extent. One study attempted 3D printing of PIM-1, where polymer fibres formed 
from a tetrahydrofuran (THF) solution were overlayed in a crisscross pattern [16]. This process 
is currently at a low technology readiness level and is not ready to be used industrially. An 
alternative process identified from the literature; is freeze casting. Neville et al. [11] recently 
developed a method for freeze casting PIM-1 with an activated carbon filler. Freeze casting is 
a well-established method that typically uses a suspension of solid particles, with water as the 
solvent. Porosity is developed in freeze cast materials as a result of the expulsion of solid 
particles from the solvent freeze front. The solvent is then removed by sublimation, using 
freeze drying, which leaves the structure of the frozen material intact [10]. However, for PIM-
1 to be freeze cast, it must be dissolved in a solvent, such as chloroform, to form a solution 
which is subsequently frozen and is different to the established method of freezing a 
suspension, where particles are expelled from the freezing front.  

We follow the method of Neville et al. [11] to produce monolithic structures of PIM-1, and 
composite monoliths of PIM-1 doped with activated carbons of MSC-30, and MSC-30SS. Both 
MSC-30 and MSC-30SS are carbon-based materials, where MSC-30SS has a small particle 
size (5 μm) compared to the larger sized MSC-30 (60 – 150 μm).  

 
Methodology  

Three monoliths were manufactured following freeze casting methods by Neville et al. [11], 
where powdered PIM-1 material was dissolved in chloroform to form a solution which was 
stirred at 300 rpm and 20°C for one hour.  A pre-prepared elastic resin cylindrical mould, was 
frozen using liquid nitrogen. The chloroform solution was poured into the frozen mould (77 
K) and left for 20 minutes (Figure 2). It was then placed into a vacuum flask and transferred 
to a freeze drier and left for 24 hours. The chloroform was removed by sublimation, leaving 
the solid structure behind. The structure was removed from the mould. The monoliths 
comprised of: 
(i) 2 g PIM-1, 10 ml chloroform; this is termed the PIM-1 monolith 
(i) 1.6 g PIM-1, 0.4 g (20 wt.%) MSC-30, 10 ml chloroform; this is termed the PIM-1 MSC-
30 monolith 
(i) 1.6 g PIM-1, 0.4 g (20 wt.%) MSC-30SS, 10 ml chloroform;  this is termed the PIM-1 
MSC-30SS monolith 
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Figure 2: Schematic of non-directional freeze casting 

 
 
X-ray Computed Tomography (CT) was used as a non-destructive evaluation technique to 
examine the internal structure of the monoliths (Figure 3).  
 
 

                                                                                           
a)                                                                 b) 

Figure 3: Freeze cast monolith a) as manufactured b) XRCT scan 

 
 
Nitrogen adsorption analysis at 77 K was carried out for relative pressures p / p0 = 0.05 - 0.3 
[13] to determine the Brunauer-Emmett-Teller (BET) surface area of the materials. Hydrogen 
adsorption experiments at low pressure (up to 0.1 MPa) were carried out to compare the 
hydrogen storage capability at these conditions. The hydrogen data were fit to the Tóth 
isotherm to estimate the total storage capacity [14].  
 
 
Discussion  

We demonstrate that highly adsorbent 3D structures that will be termed monolithic composites, 
which consist of a matrix of PIM-1 filled with activated carbons (MSC-30 or MSC-30SS) can 
be manufactured by a freeze casting method. The composite monoliths generally follow a rule 
of mixtures in terms of hydrogen storage capacities of the matrix and filler, thereby providing 
a route for the design of these materials. The experimental isotherm data for the monoliths 
fitted well to the Tóth isotherm (Figure 4), which allowed their maximum storage capacity to 
be predicted. 
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Figure 4: Hydrogen isotherms for PIM-1, MSC-30 and MSC-30SS powders and monoliths                                                           

Hollow symbols represent powders, filled symbols represent monoliths. Symbols represent experimental data, 
lines represent fitting to Tóth isotherm 

 
 

Conclusions  

It is demonstrated that under certain conditions, adsorption can store a greater mass of 
hydrogen than using compression alone at the same pressure and temperature. The effect of 
concentration and temperature on the properties of the monolith when using a directional 
freeze casting method is presented, which demonstrated the potential to tailor the monoliths 
structure for desired properties. 
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Introduction

As part of the European Green Deal, Europe is focusing on a clean energy transition to reduce greenhouse
gas emissions [1]. To accomplish the objectives, a hydrogen infrastructure will play a key role. To
reach the ambition goal of creating a 31 500km hydrogen grid in Europe by 2030, repurposing existing
natural gas pipelines will be essential for the hydrogen transport and storage in this framework [2].
However, pipeline steels are susceptible to hydrogen embrittlement, i.e. hydrogen reduces their ductility
and fracture toughness [3–6]. Within the ETF-HyFit-project, the fitness-for-purpose of those existing
pipelines is being investigated.

A pipeline grid is built out of sections of pipes which are welded together. The Heat-Affected Zone
(HAZ) of these girth welds experienced high temperatures and temperature gradients that transformed
their microstructure, changed the related mechanical properties and introduced residual stresses. Due
to those changes, the HAZ may be more susceptible for cracking. Since the HAZ is a small region
with highly variable microstructure, it is difficult to properly target a specific microstructure during
mechanical testing. Therefore, a specific microstructure representative for the HAZ is created using
thermal simulations allowing to evaluate the mechanical performance of the microstructure of interest
using macroscopic mechanical testing.

Through experimental work, the susceptibility of the materials to hydrogen embrittlement is inves-
tigated. The aim of this work is to screen and provide calibration and validation input to a numerical
model. Given that fracture toughness is prone to size-effects, the lab-scale tests will be upscaled towards
component-scale tests.

Methodology

Of a longitudinal welded pipe, the HAZ of a L485MB pipeline steel is examined with lab-scale,
notched tensile specimens oriented parallel to the pipe axis and crossing the girth weld. Because of
the large variations in the HAZ, the specimens were heterogeneous with different microstructures and
contained base material as well as weld material, adjacent to the HAZ. In the first approach, illustrated in
Fig. 1, the goal was to position the centre of the notch in the HAZ. As such, the smallest section triggers
this zone with the highest triaxial stresses. In the second approach, illustrated in Fig. 2, a microstructure
of the HAZ was thermally simulated, and is referred to as Simulated Heat-Affected Zone (SHAZ). The
HAZ consists of different microstructures that vary along the distance from the weld. In this research,
the microstructure closest to the weld fusion line, which is defined by its coarse grain microstructure,
is chosen to simulate. This is achieved by giving the base material a heat treatment, similar to the
temperature cycle it experiences during welding, making use of a thermal-mechanical weld simulation.
The thermal cycle reached a peak temperature of 1350°C with a heating rate of 500°C/s and cooled down
from 800°C to 500°C in 20.5s. The hardness of the achieved microstructure had a mean value of 254HV1
with a standard deviation of 9HV1 over an area of 1x1cm².

The tensile tests were performed using a notched round bar (NRB) specimens with a notch radius of
6mm and a minimum diameter of 6mm in the notch. For each material and for both conditions, with and
without hydrogen charging, three tests were executed. The specimens were electrochemically pre-charged
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4mm

Figure 1: Positioning of the notch in HAZ

4mm

Figure 2: Simulated microstructure of HAZ, SHAZ

with hydrogen. The charging took 18 hours in 0.5M H2SO4 containing 1 g/l thiourea at 0.8 mA/cm².
After charging, the specimens were stored in liquid nitrogen to avoid hydrogen effusion at that stage. The
total time in air before the start of the tensile test was limited to 7 minutes to keep hydrogen effusion
within an acceptable limit. The tensile tests were performed ex-situ, i.e. the specimens were charged in
advance and tested in air. The strain rate was based on the recommendations in ISO 6892-1:2016 and
resulted in crosshead speeds of 0.135 mm/min. Using image analysis, the area reduction was measured
to calculate the hydrogen embrittlement index.

Results and Discussion

The force-elongation curves are illustrated in Fig. 3 and Fig. 4. For both materials, a loss in ductility is
captured when hydrogen was introduced into the material while the maximum force appeared unaffected.

The HAZ-specimens of the first approach delivered consistent results when the tests were executed
without being hydrogen-charged. When hydrogen charged, the results showed more scatter. Analysis
of the fracture surfaces revealed that imperfections which are inherent to weldments play a role in this
variation. Cross-sectional characterization demonstrated that multiple microstructure contributed to
the fracture process, as well the base material, HAZ as the weld material. As such, it was difficult to
draw conclusions of the hydrogen susceptibility of purely the HAZ-microstructure. But it revealed the
complexity of different aspects that play a role around the weld as it is in reality.

The SHAZ delivered in both conditions consistent results as it was aimed. This is related to the
homogeneous microstructure and the lack of weldment imperfections. On the fracture surfaces, inclusions
were the origin of a circular zone with quasi-cleavage surrounded by a ductile fracture surface. Those
inclusions are inherent to the base material and uniformly spread over all the specimens which can explain
why they didn’t cause scattered results.

Conclusions and outlook

In this work the hydrogen embrittlement sensitivity of the HAZ of L485MB pipeline steel was examined
with two approaches. In the first approach, the specimens were taken directly from the welded material,
HAZ. In the second, the microstructure was obtained by a heat treatment on the base material, SHAZ.
On the one hand, making use of the SHAZ led to more consistent results which are more suitable for
the calibration of a numerical model. But on the other hand, it left out other aspects that also can
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Figure 3: Force-Elongation curves of the HAZ

Figure 4: Force-Elongation curves of the SHAZ

have an influence on the hydrogen embrittlement in that region. In a pipeline the different materials and
microstructures interact with each other, internal stresses are present in the weldments, imperfections
might influence the behaviour and size is different than experimented in the lab.

Besides the determination of the susceptibility of the materials to hydrogen, the results of the lab-
scale tests are used to calibrate an in-house developed numerical model. Making use of up-scaled tests
will make use able to validate and improve the numerical model and define the suitability of the current
acceptability criteria for hydrogen environments.
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Abstract

Towards Net-Zero, emission targets are set globally to reduce environmental footprint and adverse climate
change impacts. The UK has introduced legislation and measures to achieve Net-Zero goal. Consequently,
the exploitation of alternative end-use heat technologies, which are coupled with low-carbon pathways
and energy carriers, are required. In this study, we propose a multi-period, spatially-explicit Mixed-
Integer Linear Programming (MILP) optimisation framework for hydrogen infrastructure. Hydrogen
system consists of production, storage and transmission investments as well as CO2 capture and storage.
The goal of the mathematical model is total cost minimisation accounting for investment and operational
decisions. The proposed work includes dual temporal resolution: 5-year steps 2035- 2050 and typical days
with hourly resolution. To enhance the computational performance of the studied model, we developed
a hierarchical solution approach that results in near-optimal solutions while reducing the solution time
by an order of magnitude. From model results, important insights can be obtained for the pathway to a
low-carbon heat sector.

Introduction

Global temperature increased by almost 1 � from mid-1970 mainly due to the rising concentration of
greenhouse gases in the atmosphere [7]. At COP in Paris 2015, the Parties of United Nations Framework
Convention on Climate Change [19] reached an agreement to deal with climate change and intensify
the actions for a low-carbon future. Towards Net Zero, the UK has set the goal of greenhouse gases
emissions reduction of 68% from 2019 to 2035 [6]. Heating sector accounts for one third of the total
UK’s emissions while residential heating is responsible for 17% of the carbon footprint mainly due to gas
boilers [13]. Therefore, the pathway to energy decarbonisation requires environmentally friendly policies,
which support the introduction of low-carbon energy carries and new end-use technologies. Concerning
the heat sector, the UK government has made several commitments to achieve heat decarbonisation
allocating over £1 billion to support them [11]. Among other alternatives, hydrogen play is a key element
in the future energy mix either with its direct use in hydrogen boilers or as an efficient storage carrier
for renewable electricity production. In both cases, new infrastructure networks connecting supply to
demand are required and thus, a novel modelling tool for hydrogen supply chain is essential to investigate
design decisions and what-if analysis scenarios for hydrogen infrastructure.

Over the last decade, supply chain optimisation of hydrogen has received an increasing interest from
the PSE community. One of the first infrastructure planning optimisation models was developed by Hugo
et al. [12] using a multi-objective optimisation approach. An MILP spatially-explicit framework for hy-
drogen transportation demand infrastructure design was proposed by Almansoori and Shah [2]. Based on
this work, Guillien-Gosalbez et al. [9] introduced a bi-criterion model which examines the minimisation
of system cost and environmental impact of the system simultaneously. Agnolucci et al. [1] introduced
SHIPmod, a spatially-explicit multi-period MILP framework, which included Carbon Capture and Stor-
age (CCS). SHIPmod was extended by adding hydrogen and CO2 pipelines for regional transmission by
Moreno-Benito et al. [14]. The role of oxygen as a by-product of hydrogen production for transportation
fuel was examined by Ogumerem et al. [16]. Sunny et al. [18] and Samsatli and Samsatli [17] investigated
the role of hydrogen in heat decarbonisation. Moreover, He et al. [10] proposed a snapshot spatial model
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which determines the least-cost hydrogen planning for multiple end-uses. Stochastic approaches for hy-
drogen supply chains have been studied by Almansoori and Shah [3] Camara et al. [5] and Ochoa-Bique
et al. [4]. This work focuses on the development of an optimisation-based framework for hydrogen infras-
tructure planning while its applicability is demonstrated through a case study for residential hydrogen
heat demand in Great Britain. Moreover, the proposed framework includes 5-year bins and representative
days with hourly resolution in each year bin to define both planning and operating decisions.

Problem statement

The investigated problem in this work can be stated as follows:

Given:

� H2 heating demand and renewables (wind,solar) availability in each region, year, cluster and hour,

� capital and operating costs for production technologies, storage sites, hydrogen and CO2 pipelines
and road transportation modes,

� minimum and maximum capacity and ramp rates as well as the lifetime of production plants and
storage sites,

� minimum and maximum flowrate in pipelines,

� capacity of H2 caverns and CO2 reservoirs,

� H2 import price,

� carbon tax and capture rates for CO2 emissions as well as CO2 emission targets

Determine the optimal:

� location and capacity of production technologies, storage sites and renewable farms,

� H2 production and storage rate in each region, year, cluster and hour,

� H2 and CO2 transmission investments between regions,

� H2 and CO2 flowrates between regions in year, cluster and hour,

� electricity generation for water electrolysis of renewables (wind, solar)

� H2 import rates in each year, cluster and hour

So as to minimise the total system cost subject to CO2 emissions target.

Mathematical Formulation

The framework of hydrogen infrastructure planning is formulated as a multi-period spatially-explicit
Mixed Integer Linear Programming (MILP) model based on the previous work of Efthymiadou et al.
[8]. The objective is the minimisation of the total system cost TC as described by the Eq. (1). The
total cost consists production capital cost PCC, storage capital cost SCC, transportation capital cost
TCC, production operating cost POC, storage operating cost SOC, transportation operating cost TOC,
carbon emissions cost CEC, international import cost IIC and renewable cost ReC.

TC = PCC + SCC + PLCC + POC + SOC + PLOC + CEC + IIC + ReC (1)

Hydrogen energy balance is described by Eq. (2). In each region g, time period t, typical day c and
hour h, the total production rate Prpgtch of production technology p, the flowrate Qg′gtch to region g,
the rejected hydrogen from storage site s and the imported hydrogen Impgtch are equal to the flowrate
Qgg′tch from region g, the hydrogen which is injected to storage site s QI

gstch and the total hydrogen
demand TDgtch.
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∑

p∈P

Prpgtch +
∑

l∈{Pipe}

∑

g′∈Npipe

g′g

Qg′gtch +
∑

s∈GSgs

QR
gstch + Impgtch

=
∑

l∈{Pipe}

∑

g′∈Npipe

gg′

Qgg′tch +
∑

s∈GSgs

QI
gstch + TDgtch

∀g ∈ G, t ∈ T, c ∈ C, h ∈ H

(2)

The CO2 mass balance is expressed by the Eq. (3). The right-hand side represents onshore CO2

flowrate Qg′gtch to region g from other regions g′ and captured CO2 which is equal to the hydrogen
production rate Prpgtch multiplied by a CO2 capture coefficient for each production technology type ycpt.

The left-hand side represents the onshore CO2 flowrate Qgg′tch from region g to other regions g′ and the

offshore CO2 flowrate Qgrtch from region g to reservoir r.

∑

g′∈Ng′g

Qg′gtch +
∑

p

ycptPrpgtch =
∑

g′∈Ngg′

Qgg′tch +
∑

r∈GRgr

Qgrtch

∀g ∈ G, t ∈ T, c ∈ C, h ∈ H

(3)

In the context of heat decarbonisation, an CO2 emissions target for hydrogen production is imposed
for all 5-year bins t as in Eq. (4), where Et stands for total CO2 emissions from hydrogen production
and et stands for CO2 emissions target.

Et ≤ ett ∀t ∈ T (4)

Total emissions Et depends on the production rate Prpgtch and it is calculated according to the following
Eq. 5.

Et =
∑

p∈P

∑

g∈G

∑

c∈C

∑

h∈H

WFc · yept · Prpgtch ∀t ∈ T (5)

where yept is the emission coefficient for each production technology p.

Figure 1: Regional representation of Great Britain

The proposed mathematical framework in-
cludes detailed equations for all the aforemen-
tioned costs. Furthermore, it comprises of hydro-
gen production and storage as well as hydrogen
and CO2 pipeline capacity and availability equa-
tions. Production ramp up/down, storage inven-
tory, electricity generation, import and CO2 reser-
voir inventory constraints are included.

The resulting model is computationally inten-
sive as its computational time is above 48 hours
for optimality gap less than 5%. A tailored hier-
archical solution approach is implemented to en-
hance solution performance, which comprises of
two steps. In the first step, production and stor-
age investments are determined while in the second
step, pipeline and operating decisions are defined.

Case Study

The applicability of the spatial explicit multi-
period model is demonstrated on a case study for
hydrogen infrastructure planning towards heat de-
carbonisation in Great Britain (GB). As shown in
Fig. 1, GB is divided into 13 regions according to
local gas distribution zones (LDZ) of the incum-
bent natural gas network. In the context of model
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size reduction, the total heat demand and renewable technologies availability hourly data are clustered
using k-means clustering techniques.

Regarding the temporal resolution of the case study, we consider 5-year time steps from 2035 to
2050 to determine investment decisions and representative days with hourly resolution for operational
decisions, such as hydrogen production and storage rates.

The investigated case study takes into account hydrogen production, storage and transmission tech-
nologies and a carbon capture and storage (CCS) system. Production technologies include Steam Methane
Reforming (SMR), Auto-thermal Reforming (ATR), Biomass Gasification (BG) and Water Electrolysis
(WE). Gas and biomass based technologies are coupled with CCS to reduce the carbon footprint. More-
over, the electricity required for water electrolysis is generated from renewable sources including wind
and solar energy.

Two type of storage technologies are considered including medium and high storage pressure vessels as
well as underground caverns. Concerning regional hydrogen transmission, it takes place though pipelines.
In addition, CO2 system consists of CO2 pipelines and reservoirs located in North and East Irish sea.

The system-wide hydrogen demand for residential heat is obtained from National Grid ESO System
Transformation scenario [15]. Emission targets are calculated according to Climate Change Committee
residential emission targets [6].

Results & Discussion

The model is implemented in GAMS 41.5.0 and solved with Gurobi 9.5.2 using a Dell workstation with
Intel® Core� i9-10980XE CPU @ 3.00 GHz and 128 GB RAM. The multi-period model results present
the optimal cost evolution of hydrogen infrastructure to meet hydrogen heat demand in the UK.

Figure 2: Production and pipeline investments in 2050

In Fig. 2, the production capacity expansion maps are illustrated. In 2050, a total of 40.6 GW
hydrogen production capacity is commissioned. Reforming technologies (SMR and ATR with CCS) are
mostly installed due to their lower production costs in comparison with the other technologies. Biomass

4

304



gasification with CCS production plants are installed in most regions as they play an important role
in CO2 emissions reduction because of their negative emissions carbon footprint. Moreover, 0.1 GW of
water electrolysis for green hydrogen production is commissioned in North Thames while the electricity
required for electrolysis is generated from wind onshore farms.

The regional transmission of hydrogen takes place through a pipeline network as depicted in Fig.
2. In 2050, the hydrogen network is expanded connecting most neighbouring regions in south GB.
Moreover, CO2 transmission takes place though pipelines which are commissioned between most GB
regions. Scotland is the only region which is independent from the central CO2 pipeline network. Two
reservoirs are also established in north and south North Sea for CO2 storage.

Figure 3: Cost breakdown of hydrogen system

Hydrogen storage is a key element in hydrogen
infrastructure strategy to meet peak heat demand.
In 2050, a total storage capacity of 172 GW are
commissioned mostly in medium pressure storage
vessels.

The cost breakdown of the system is repre-
sented in 3. Production capital and operational
expenditures make the most significant contri-
butions in total system cost. Furthermore, gas
and biomass, which are used as feedstock for gas
reforming and biomass gasification technologies,
have a great contribution in total cost. Hydro-
gen levelised cost is estimated 77 /MWh taking
into system expenditures.

The proposed model consists of 162,416 contin-
uous and 776 discrete variables while total equa-
tions are 270,314. As mentioned in the previous
Section, a hierachical approach is used to reduce
CPU time and allow us to study more cases and in-
troduce more features. More specifically, using the
hierarchical approach, we achieve up to 85% CPU
time reduction without significant compromise of
the solution quality.

Concluding Remarks

In this work, an optimisation-based framework has been proposed to facilitate the investigation of
design and operating decisions in hydrogen infrastructure in the UK. Therefore, an insightful view for
future hydrogen infrastructure investments is provided to achieve Net-Zero targets by 2050. From the
results, we can conclude that reforming technologies with CCS constitute the most cost-effective low
carbon alternative for hydrogen production. Moreover, hydrogen transmission is based on a pipeline
network connecting most regions in GB network. Regarding CO2 system, it plays a pivotal role in
enabling low-carbon transition.

The introduction of uncertainty approaches in hydrogen supply chains is a future step for a risk
averse infrastructure strategy, which explores the uncertainties of techno-economical data. Moreover,
future research will include the exploration of new solution approaches and decomposition techniques.
This step is important to deal with the high computational times and study case studies with more
features and high spatio-temporal resolution.
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Introduction 

 

In the transition towards a sustainable energy system, the use of renewable sources is proposed 

to be the key for energy sector decarbonization. The key hurdle for the integration of 

sustainable energy derived from these sources is their intermittent character. To overcome 

energy production/consumption mismatches, the production of green hydrogen as energy 

vector is positioned as a solution. Nowadays, compressed hydrogen is the most used storage 

technology, however, the low volumetric energy density of compressed H2 has pushed the 

study of new hydrogen storage systems  [1].  

 

Liquid Organic Hydrogen Carriers (LOHCs) have been extensively studied during the recent 

years. These liquid organic compounds store H2 through reversible 

hydrogenation/dehydrogenation reactions (Fig. 1). Since hydrogen is stored in molecules with 

a high boiling point, it can be stored and transported for long periods of time without boil-off 

losses. Additionally, due to the nature of these molecules the same distribution network of 

fossil fuels can be used. To date, many organic molecules based on heterocycles and 

homocycles compounds have been studied [2,3]. Among them, the 

benzyltoluene/perhydrobenzyltoluene system is a particularly interesting LOHC because of its 

low toxicity, high thermal stability, and reversibility [4]. 

 

 

Figure 1. LOHC concept using Benzyltoluene/Perhydrobenzyltoluene system as hydrogen carrier. 
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From the perspective of chemical equilibrium, the hydrogenation (H2 storage) is favoured at 

high pressures and low temperatures, while the dehydrogenation (H2 release) is favoured is 

favoured at low pressures and high temperatures. Both reactions are catalyzed by 

heterogeneous catalysts, and noble metal-based ones (Pd, Ru, Rh) have demonstrated to be 

particularly effective [5-7] . However, the high cost derived from the scarcity of noble metals 

impulse the development of new formulations to minimize their use.  

 

In this work the application of nickel-based catalyst for benzyltoluene hydrogenation is studied. 

To evaluate the catalytic performance of Ni different monometallic Ni/Al2O3 catalyst were 

prepared and tested in a plug-flow type reactor. Additionally, the hydrogenation activity of 

these catalysts was compared with low-Pt doped (0.5 wt.%) nickel samples. 
 

Methodology  

Catalysts were prepared by wetness impregnation method. Afterwards, their physicochemical 

properties were characterized by ICP-OES, N2-physisorption, H2-TPR, NH3-TPD and CO-

pulse chemisorption. 

 

The hydrogenation tests were carried out in a continuous flow reactor. The catalyst bed was 

established as 1 g of catalysts diluted 1:3 vol.: vol. with CSi. The reactant benzyltoluene (H0-

BT) was feed (0.2 mL/min) using a peristaltic pump and the influence of pressure and 

temperature on the hydrogenation was evaluated at 30 bar, 40 bar and 50 bar, in a range of 

temperatures from 393 K to 453 K. To determine the hydrogenation activity and product 

composition, the liquid samples were analyzed by GC-MS. 

 

Discussion  

The activity results show that with increasing temperature and pressure conversion and 

selectivity to full hydrogenated perhydrobenzyltoluene (H12-BT) increased. Comparing the 

activity results of monometallic 25Ni/Al2O3 catalyst with the bimetallic 0,5Pt25Ni/Al2O3 

sample, it can be observed that the conversion of H0-BT at low temperatures is enhanced with 

the incorporation of a low Pt content. At higher temperatures and pressures this difference was 

less significant, however, the selectivity towards H12-BT boosted with the Pt loading (Fig. 2).  

Analysis of the liquid phase composition revealed that the formation of H6-BT as a stable 

partially hydrogenated product. This result confirms the proposed reaction mechanism, 

wherein H0-BT is first hydrogenated to H6-BT, and then H6-BT is further hydrogenated to 

H12-BT (Fig. 3) 
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Figure 2.  Benzyltoluene (H0-BT) conversion and selectivity to full hydrogenated perhydrobenzyltoluene (H12-

BT). Up bimetallic 0,5Pt25Ni/Al2O3  and  down monometallic 25Ni/Al2O3. WHSV = 12.9 h-1; P = 30- 50 bar. 

 

Figure 3. Reaction scheme of the benzyltoluene hydrogenation.  

 

On the other hand, the number of by-products formed from non-desired side reactions was less 

than 0.6 %. Two type of by-product could be distinguised: the first group includes 

dicyclohexylmethane and cyclohexylmethyllbenzene, formed by hydrogenolisis and loss of a 

methyl group; the second group comprises perhydrophenantrene and s-octahydroanthracene, 

formed by C–C breaking and cyclization during hydrogenation. Based on these results, it can 

be concluded that Pt favours the product desorption, thereby minimizing by-product formation 

(Fig. 4). 
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Figure 4. By-products identification for the hydrogenation reaction of monometallic 25Ni/Al2O3 catalyst (up) and 

bimetallic 0,5Pt25Ni/Al2O3 catalyst (down). 

Conclusions  

In this work the application of monometallic 25Ni/Al2O3 and bimetallic 0,5Pt25Ni/Al2O3 

catalyst on benzyltoluene hydrogenation was studied. Activity results revealed that nickel-

based catalyst is a suitable candidate for benzyltoluene hydrogenation. Operating at 50 bar and 

453 K the H0-BT conversion was higher than 95% with a selectivity to full hydrogenated H12-

BT higher than 77 %. Additionally, it was found that low Pt contents enhanced the activity at 

low temperatures and decreased the side-products formation. 
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Introduction 

Hydrogen gas (H2) has the potential to be a sustainable energy carrier, as it has a high energy 
density, does not release CO2, and is a feedstock chemical in various industries. Unfortunately, 
H2 is mainly produced from fossil fuels by steam methane reforming, naphtha reforming, and 
coal gasification.[1], [2] A promising alternative is water splitting through electrolysis, which 
produces H2 and O2 via the hydrogen evolution reaction (HER) and the oxygen evolution 
reaction (OER), respectively. As a major advantage, this method does not release CO2 or other 
volatile by-products. Commercial water electrolysis methods are alkaline electrolysis and PEM 
(proton exchange membrane) electrolysis. The advantages of PEM electrolysis are higher 
energy efficiency, quick response, and scalability. However, the used catalysts for the HER 
and OER in PEM electrolysis are Pt and IrO2, respectively, which are both expensive and low-
abundance materials.[3]  
 
 

Methodology  

In the CLEANH2 project, we tackle these challenges. The aim of this PhD is to select, 
synthesize, characterize, and evaluate earth-abundant electrocatalysts for both HER and OER. 
The focus is on metal sulfides for HER and metal oxides for OER. Molybdenum disulfide 
(MoS2) is a widely known alternative catalyst for the HER due to its high catalytic activity and 
high stability.[4] Other sulfides such as Fe sulfides, were also found to be active as HER 
catalysts.[5] This implies that a whole range of mixed metal sulfides may have a catalytic 
performance and stability that outperforms the more established materials. Finding an earth-
abundant alternative for the OER is much more challenging. This is caused by the difficult 
kinetics of the OER and the strong oxidative and acidic environment on the OER side of PEM 
electrolyzer.[6] A material is needed that has good catalytic activity for the OER and is stable 
against oxidation in acidic environments. Therefore, metal oxides with more abundant metals 
were selected as replacements for IrO2. 
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Discussion  

These materials were synthesized via hydrothermal synthesis routes. The synthesized materials 
were characterized using X-ray diffraction (XRD), Raman spectroscopy, and scanning electron 
microscopy (SEM) to investigate their morphology and crystal structure. The catalytic 
performances of the synthesized materials were evaluated with linear sweep voltammetry 
(LSV) using a three-electrode cell. 

 
 
Conclusions  

In our study, we have explored the potential of earth-abundant electrocatalysts for hydrogen 
production. Our initial choice of Fe2(MoO4)3 for the oxygen evolution reaction did not yield 
the expected catalytic activity. Nevertheless, the synthesized Fe and Mo sulfides have 
demonstrated promising catalytic activity for the hydrogen evolution reaction. We will 
continue our search for alternative materials for the oxygen evolution reaction and further 
evaluate the stability and efficiency of these promising Fe and Mo sulfides. As we progress, 
we are optimistic about the potential impact of our research on the advancement of clean and 
sustainable energy technologies. 
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Introduction 

In the contemporary era, sustainable and renewable energy is a necessity for mankind to meet 

the ever-growing energy demands of the commercial and domestic sectors, and to reduce the 

carbon footprint in the environment. Hydrogen, with its gravimetric energy density 

approximately three times higher than conventional fossil fuels (e.g. gasoline and diesel), can 

be proven as a game changer [1]. In the transportation sector, hydrogen is used as an input for 

fuel cells (FC) which generate electricity for the powering of vehicles and emit only hot air and 

water vapors. Therefore, the emission of greenhouse gases (GHGs) can be completely 

mitigated with the fuel-cell electric vehicles (FCEVs). Due to the lower volumetric energy 

density, hydrogen can be stored either in the compressed state of gaseous form at very high 

pressure or in the liquid state under cryogenic conditions. The storage of compressed hydrogen 

at 70MPa requires rigorous structures which cannot be achieved with the complete metallic 

structure because it leads to very heavy structures which are prone to hydrogen embrittlement. 

However, composite materials have the characteristic of high strength-to-weight ratio, and the 

required strength and reliability of the hydrogen storage systems can be achieved with lighter 

weight.  

Pressure vessels are categorized into five types based on their design and the materials used in 

their construction, as indicated in Figure 1. A Type-I pressure vessel is entirely made up of 

steel while a Type-II pressure vessel has overwrapped composite laminate in the cylindrical 

region. Type-III and Type-IV pressure vessels are fully overwrapped with composite laminate 

and the primary distinction lies in the liner material. Type-III pressure vessels have a metallic 

liner whereas Type-IV pressure vessels utilize a polymer liner (typically Polyamide-6 or High-

Density Polyethylene). Lastly, a Type-V pressure vessel is liner-less and entirely composed of 

composite laminate and metallic end fittings. In this paper, the entire focus is to estimate the 

mechanical behavior of type-IV pressure vessels under impact loading using finite element 

methods (FEM).   

 

Figure 1: Types of pressure vessels (PVs) [2] 

The qualification of type-IV pressure vessels requires the accurate prediction of the strength of 

pressure vessels under various loading conditions. Regulation No. 79[3] and Regulation No. 

134[4] mandate the drop (impact) test as a requirement for the acceptance and qualification of 
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composite overwrapped pressure vessels (COPV). As per regulations, the drop test for COPV 

must be performed in four different orientations to assess the mechanical response in various 

regions, as highlighted in Figure 2. This study focuses on finite element (FE) simulations for 

test IV orientation of COPV to analyze stresses in the dome and cylinder to dome transition 

region. 

 
Figure 2: Orientations of COPV in drop tests [4] 

Currently, most industries fully rely on experimentation to assess the mechanical response of 

composite overwrapped pressure vessels under dynamic loadings. The assessment of 

mechanical behavior using experimentation is not only expensive but also slows down the 

design modification process. During the preliminary design stages, utilizing finite element 

methods for assessing mechanical behavior of COPV can reduce the experimentation cost and 

leads to rational design modifications. Thus, a methodology is developed by utilizing 

outstanding features of multiple CAD/CAE tools for the modelling and analysis of composite 

overwrapped pressure vessels. 

 

Methodology  

Modelling of composite overwrapped pressure vessels (COPV) is performed in ComposicaD 

which is used for modelling, analysis, and manufacturing of composite pressure vessels, and 

exported to finite elements. The cross-sectional view of a half model of the composite 

overwrapped pressure vessel (COPV) is illustrated in Figure 3.  

 
Figure 3: Geometry of type-IV pressure vessel 

In order to evaluate all the stress components, a solid elements-based mesh model of the 

overwrapped composite laminate is generated.  
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Modelling the complete COPV assembly will have millions of solid elements, leading to a 

drastic increase in computational time and cost. Therefore, a methodology is developed to 

simulate the drop test of the COPV with a reduced model, and appropriate boundary and 

loading conditions. In the reduced model of the COPV, the mass and moments of inertia are 

maintained same as those of the full scale COPV, ensuring similar kinetic energy before 

touchdown. This method is first utilized and verified for steel vessels because it is very easy to 

assign the isotropic material property in ABAQUS.  

 

Discussion  

During the drop test, the stresses are higher in the touchdown region due to the impulsive 

forces. Therefore, the stresses in the critical region can be analyzed more efficiently by 

reducing the model size to the touch down region. Figure 4 shows the half vessel with steel 

properties, and the inertial properties of the excluded segment of the vessel are incorporated by 

using a reference point placed at the center of gravity of the excluded segment. 

 
Figure 4: Point mass coupling with half vessel 

This technique ensures that the reduced model has inertial properties similar to the full-scale 

model. Figure 5 illustrates the Von-Mises stress distribution in the full and half vessel with the 

incorporation of inertial properties of excluded segment. The stress distribution is very similar 

in full and half vessels with negligible difference in the maximum value of stress. The results 

for both models are comparable, but the computational time is nearly 50% less compared to 

that of full-scale model. It is important to mention that the stresses highlighted in Figure 5 are 

not indicative of realistic values, and they are just provided for the solely purpose of comparing 

the full-scale and reduced models. This methodology is validated with the steel vessels but the 

same will be applicable for composite overwrapped pressure vessels. 

 
Figure 5: Von-Mises stress distribution (a) Full Vessel (b) half vessel 
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Conclusion 

Due to the impulsive forces in the touch-down region, the normal stress (S3) and interlaminar 

shear stresses (S13 and S23) would be higher. The higher values of interlaminar shear stresses 

will lead to the delamination in the overwrapped composite laminate. Therefore, the assessment 

of interlaminar shear stresses and delamination under the dynamic loading conditions can lead 

to a better design of overwrapped composite laminate which will enhance the overall structural 

integrity and reliability of the composite overwrapped pressure vessels. 

 

Acknowledgment 

We would like to express our sincere gratitude to Plastic Omnium for providing ComposicaD 

software for the modelling of composite overwrapped pressure vessels (COPV). Furthermore, 

the invaluable technical and financial support from Plastic Omnium is highly appreciable 

throughout this research work. 
 

References  

[1] HFCT, “Hydrogen Storage,” Energy.gov, 2023. https://www.energy.gov/eere/fuelcells/hydrogen-

storage (accessed Jul. 28, 2023). 

[2] M. Nebe, In Situ Characterization Methodology for the Design and Analysis of Composite Pressure 

Vessels. in Werkstofftechnische Berichte │ Reports of Materials Science and Engineering. 

Wiesbaden: Springer Fachmedien Wiesbaden, 2022. doi: 10.1007/978-3-658-35797-9. 

[3] EU, Approval of hydrogen-powered motor vehicles, and amending Directive 2007/46/EC. [Online].  

       https://eurlex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2009:035:0032:0046:en:PDF 

[4] UN/ECE, Regulation No 134 of the Economic Commission for Europe of the United Nations 

(UN/ECE) — Uniform provisions concerning the approval of motor vehicles and their components 

with regard to the safety-related performance of hydrogen-fuelled vehicles (HFCV) [2019/795], 

vol.129.2019.Accessed:Jul.28,2023.[Online]. 

       Available:http://data.europa.eu/eli/reg/2019/795/oj/eng 
 

 

 

 

317



      

 1 

Impact of differential diffusion on the ignition by a concentrated 

source 

R. Carmona

, C. Jiménez, V. Kurdyumov

 
 

 
1
CIEMAT, Avda. Complutense 40, 28040 Madrid, Spain. 

 

Introduction 

 

Igniting a combustible mixture is a fundamental step in many technological processes, 

even if accidental ignition is also an issue for the safety of combustion devices, as well as 

in fuel storage and transport. Ignition can occur, or be forced, in a variety of ways, and one 

of the most common is through the application of a localized source of thermal energy.  

Although research on the ignition of mixtures can be traced back to more than seventy 

years ago [1–3], only when numerical methods of analysis were applied to this problem it 

became possible to clarify many details of this process [4–8]. Considerable attention has 

been paid since to the numerical study of ignition processes using concentrated and local 

heat sources, as well as to the determination of the minimum energy required for a 

successful ignition, as for example in [9-10]. 

 

Methodology  

In the present work, the ignition of a combustible mixture by the application of an 

instantaneous or finite in time concentrated heat source is studied. The study is carried out 

by numerical simulation of the temperature and fuel mass fraction conservation equations, 

using irreversible Arrhenius kinetics. 

 

 

Discussion  

Changes in the critical values of the energy source intensity for successful ignition will be 

first presented, as a function of the Lewis number, showing that for very small Lewis 

numbers, as in the case of lean hydrogen/air mixtures, the energy needed for ignition is 

very small. We will then study the effects of the initial curvature of the flame kernel on the 

minimum ignition energy  

 

 

Conclusions  

This study shows the effect of differential diffusion on the minimum energy required for 

ignition. It is relevant for safety issues in the sense of preventing accidental ignition of 

hydrogen at different equivalence ratio or in blends with other fuels. 
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Introduction 

 

The challenge with harnessing renewable energy sources for hydrogen production lies in 

their intermittent nature. This characteristic contributes to decreased efficiency and the 

emergence of accelerated degradation (reduced lifespan) [1]. Among the most promising 

technologies for hydrogen production from renewables are PEMWEs. They offer rapid 

startup, swift dynamic response, and ability to operate at high current densities, making 

them well-suited for compatibility with renewable energy sources [2]. The proton 

transport through the polymer membrane swiftly adapts to power fluctuations, enabling 

testing of PEMWEs by altering the characteristics of electromotive signals (including 

amplitude, shape, and frequency) [3].  

 

To enhance the efficiency and reliability of the PEMWE operation, there is a need to 

improve the entire system effectiveness. This encompasses both the electrolysis module 

itself and the peripheral components, such as the power supply and the management and 

control system. Therefore, it is crucial to explore system performance under varying 

power profiles, temperatures, and pressures [3], as these factors directly impact the 

PEMWE lifespan [4]. In a recent study [5] the duration of transient processes has been 

precisely measured and it has been proven that these measurements are invaluable in 

designing the power profile regulator, particularly for managing the cell current. 

Furthermore, they facilitate the calculation of essential regulator components, including 

integration constants, proportional coefficients, and differential constants. These values 

are particularly significant when immediate changes in current reference and dynamic 

operation modes need to be set. 

 

The core objective of this study is to investigate how the cell operating parameters (cell 

voltage, temperature, and pressure) affect PEMWE performance, to determine the critical 

values of these parameters causing onset of degradation processes of the membrane 

electrode assembly (incl. the electrodes and/or the polymer membrane), and based on 

these experimental data to design electronic system for controlling and stabilizing the 

current through the electrolysis cell. By controlling the power profile of the PEMWE 

under stationary and dynamic profiles, analyzing volt-ampere characteristics, and 

identifying optimal operating modes this system will ensure the prediction and prevention 

of degradation processes and will increase PEMWE durability. 

 

 

                                                           
 Corresponding author: joiliev@iees.bas.bg 

320



      

 2 

Methodology  

To achieve our goal, a current generator has been designed (Figure 1) relying on a 

microprocessor control system from the PIC family [6] which handles logic and arithmetic 

functions. This system allows for adjustment of current density and operational modes, 

whether stationary or dynamic. Additionally, a relay protection mechanism has been 

integrated to cut off power supply upon detecting deviations from the set boundary 

operating parameters (cell voltage, temperature, and pressure). A block diagram of the 

system is shown in Figure 1. 

 

The current generator consists of two primary functional modules: a processor and a 

digital-to-analog converter (DAC). Together, they constitute the task generator for the 

electronic regulator. The “reference assignment” (generated by the task generator) is 

encoded and stored within the processor. The electronic regulator conducts a comparison 

between the controlled variable, which is the current flowing through the electrolytic cell, 

and the control signal derived from the reference assignment. 

 

A measuring amplifier is employed to amplify the signal, which is directly proportional to 

the load current at the required amplitude. The load current is then governed through the 

use of an output amplifier. 

 

On the structural diagram, it can be observed that the connection between the electrolysis 

cell and the task generator is established through a feedback loop, implemented using 

analog-to-digital converters (ADC) for the parameters under study. This feedback loop 

represents the core component of the current regulator. 

 

 
 

Figure 1: Block diagram of a system for automatic regulation of a control object (electrolysis cell) 

An additional feature integrated into the system is the real-time transmission of data 

acquired from the Analog-to-Digital Converter (ADC) unit, along with the relay protection 

system status, individually to a Windows 10 program executing on a computer system . 

This functionality is achieved by harnessing the serial communication module within the 

PIC processor, facilitating the smooth data transmission to the computer program. The 

program has the ability to save the captured data in a text file, which makes the data 

relevant for processing in graphics software. Up to now the current generator has 
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undergone successful testing the serial communication module and has shown reliable 

operation (Figure 2). 

 

 
Figure 2:  Module for controlling and stabilizing the current through the electrolysis cell. 

 

Discussion  

The emergence of degradation processes results in an increase in the operating voltage of 

an individual cell and subsequently affects the entire system. Continuous measurement of 

operating voltage allows for the easy detection of general deterioration in the performance 

of the cell, but the identification of processes responsible for this deterioration remains 

impossible. Consequently, linear and cyclic voltammetry will be employed to characterize 

the performance and degradation of PEMWE [7]. Such experiments are in progress using 

a self-designed single electrolysis cell (Fig.3). 

 

 
 

Figure 3: PEM electrolysis cell test bench. 

 

The next steps are to carry out tests on the electrolysis cell at varying temperatures. To 

uphold the cell’s temperature within the prescribed range, software algorithms will impose 

322



      

 4 

an 80°C upper limit on the electrolysis process. Temperature values surpassing this 

threshold give rise to heightened water vapor pressure and the potential for corrosion 

instability in electrode materials. Precise temperature regulation will be achieved through 

the use of thermal insulation, actively monitored by thermocouples in both anode and 

cathode compartments. 

 

 At high pressures, ongoing experiments are focused on creating a pressure regulation 

system using a jump vessel configuration. This is necessary during water electrolysis 

because uneven gas buildup can disrupt the balance in the cathode and anode 

compartments, potentially causing damage to the proton exchange membrane and allowing 

gas crossover between the gas spaces [8]. The goal will be to identify the pressure level at 

which the most significant reduction in water decomposition voltage occurs. This test 

bench will be used also in real environment to observe potential degradation processes [9] 

during electrolytic decomposition of water under pressure in a hermetically sealed 

electrolysis cell.  

 

 

By rationally selecting an appropriate operational power profile, maximum current 

utilization and decrease in water decomposition voltage will be ensured. 

 

Conclusions  

 

A current regulator for electrolysis cell has been developed. Relay protection (for cell 

voltage, temperature, and pressure) has been integrated into this regulator to ensure that in 

the event of an emergency situation, the power circuit undergoes mechanical 

disconnection.  

 

Due to the utilization of processor control in the designed current regulator, optimizing 

parameters governing reversible degradation processes becomes possible.  
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Introduction 

Alkaline water electrolysis offers high potential for the production of hydrogen from 

renewable energy sources. The development of the technology is focused on increasing 

efficiency and reducing costs. Classic alkaline electrolysis cells usually featured a gap 

between the electrodes and the separator. In more recent zero-gap cells the electrodes are 

directly placed on the separator. Using a zero-gap setup, the ohmic resistance of the cell can 

be reduced by 30 % compared to a 2 mm gap [1]. To ensure a zero-gap assembly of the 

electrodes, they must be mechanically pressed against the separator. The research question 

is how this mechanical contact pressure affects cell performance and product gas quality. 

 

Methodology  

A special contact pressure cell (CPC) was developed to investigate the cell behavior at 

different contact pressures. In this cell, an adjustment screw allows to apply a force only to 

the active cell area of the electrodes. The correlation between the torque of the adjustment 

screw and the resulting force was calibrated with a pressure-sensitive foil. Figure 1 shows 

the electrode configuration of the CPC. The stamp is used to apply the force of the 

adjustment screw homogeneously over the active cell surface. The flow field (in this case a 

porous Ni-foam flow field) and electrode are located on top of the stamp. 

 
Figure 1: Electrode configuration of the CPC 

The influence of contact pressure on performance and gas quality was investigated for two 

different cell configurations. In the first setup, the internal components were welded 

together. In that case no contact pressure dependent contact resistances were present. In the 

second setup, the components were only loosely stacked on top of each other and connected 
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only by the applied force. In four compression cycles the cell was exposed to contact 

pressures ranging from 0.3 MPa to 3.1 MPa. Repeatable cell performance was observed 

from the third compression. For the experiment a Zirfon UTP500 separator, nickel foam 

electrodes and potassium hydroxide as electrolyte (30 wt. % and 80°C) were used. 

 

Discussion  

Figure 1 shows the current density in the third compression at a cell voltage of 2.2 V for the 

stacked and the welded configuration. The current density decreases with increasing contact 

pressure by 24 % (welded electrodes) and 17 % (stacked electrodes). Overall, higher current 

densities can be achieved by eliminating contact resistance in the welded setup. 

 

 
Figure 2:  Current density at 2.2 V for different contact pressures during the third compression of the 

cell 

Conclusions  

The mechanical contact pressure in the active cell area can influence the behavior of a cell. 

Compressing the internal components can change their properties. For example, higher 

contact pressures lead to a deformation of the flow field or the electrodes and affect mass 

transfer, but it can also influence their electrical contact resistances. A compression of the 

porous separator can also change its properties, e.g., thickness, ionic conductivity, or 

diffusion coefficient. 

 

The experimental results show that the lowest possible contact pressure should be selected 

for efficient operation of an alkaline electrolysis cell. In further experiments, we found that 

increasing contact pressure also increases the product gas contamination (H2 in O2). 
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Introduction 

Nowadays, ammonia is one of the most produced chemicals especially as precursor for fertilizers production. 

Ammonia production process is responsible of about 1% of global CO2 emission and 15-20% of the chemical 

sector CO2 emissions [1]. These emissions are mostly related to the upstream hydrogen production process 

necessary to run the synthesis reaction, based for several decades on steam methane reforming and coal 

gasification. There is a big interest in hydrogen production trough electrolysis process which, using renewable 

energy, allows for the decarbonization of ammonia production process. There are already several industrial 

projects involving electrolysis technologies for ammonia synthesis applications (e.g. YARA and HyEX projects 

[6],[7]]), mostly based on low-temperature electrolysis technologies, but the high temperature ones, especially 

Solid oxide Electrolytic Cells, have a more ever-growing interest.  

Solid Oxide Electrolytic Cells (SOECs) seems to be one of the most promising electrolysis technology: due to 

higher operation temperature (650 °C-850 °C,[4]), higher efficiencies can be achieved (>84% LHV basis [5]) with 

respect to traditional electrolysis technologies, with the possibility of heat integration. Among the main advantages 

of SOECs, one of the most important is the possibility to use Nickel as catalyst instead of Platinum Group Metals 

(PGMs) like Pt and Ir, considered critical materials due to their low availability and high cost: this translates is a 

stronger supply chain. As the electrochemistry at cell level has a quick response [8], Solid Oxide Electrolysers 

could be suitable for renewable energy utilisation, thanks to specific adaptation at system level, especially to 

address thermal gradient issue .  

Due to the intermittent nature of renewable energy and the constraints for the operation of electrolysis and 

ammonia synthesis units, the integration between hydrogen production and ammonia synthesis processes often 

requires an intermediate hydrogen storage, which size increases with high variation and low availability heads, 

having a non-negligible impact on CAPEX [2]. Literature presents few studies on Power-to-ammonia systems 

based on SOEC but no techno-economic studies based on dynamic operation have been carried out, especially for 

systems that include novel ammonia separation technologies. In this work, an SOECs system dynamic model 

including a hydrogen storage section has been developed to evaluate the integration of electrolysis and an 

enhanced ammonia synthesis process based on a novel ammonia separation method based on absorption. 

Compared to traditional separation method based on condensation, the mentioned method has the main advantage 

to lower system operating pressure with a reduction of system cost associated [9] and higher scaling factors which 

suggest that the process is more suited for small-scale applications [10], thus distributed ammonia production.  

The model has been developed in the context of ARENHA project activities and is used as tool for the 

investigation on the impact that system flexibility and renewable energy input have on Levelized Cost of 

Ammonia (LCOA). Two renewable energy power profile have been used for this study: a wind only and a hybrid 

PV/wind, corresponding to a 42.5% and 63.8% capacity factor respectively. Results show that depending on 

flexibility of ammonia synthesis unit, oversizing renewable energy input is not always the best solution in terms 

of cost, since there is a trade-off between electrolyser utilisation, stack substitution, and capital expenditure of 

renewable energy system and hydrogen storage. However, further optimization is still possible with heat 

integration of ammonia synthesis unit with SOEC in dynamic operation.  

 

Methodology 

This study is based on process modelling, with the aim to obtain models that allow for the estimation of 

performances of each sub-system, and their operation under flexibility constraints (e.g. ammonia synthesis 

admittable load range). With model output data such as energy expenditures and production and trough equipment 

cost data and correlation for each sub-system, a discounted cash flow analysis can be carried out to calculate 

levelized cost of hydrogen and thus ammonia produced.  

 

 
 Corresponding author: assia.saker@engie.com  
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Figure 1. Study Methodology. 

Solid Oxide Electrolyser is the core of the Power-to-Ammonia system. A lumped parameter model for SOEC 

stack has been developed in Aspen Custom Modeler and validated with experimental data from project partners. 

Each SOEC stack includes a set of Solid Oxide Cells which perform the water electrolysis according to the 

following chemical reaction:  
 

 
𝐻2𝑂(𝑙)  →  𝐻2(𝑔) +   

1

2
𝑂2(𝑔)       Δ𝐺0 =  +237.22 

𝑘𝐽

𝑚𝑜𝑙
   

 

 

Having a positive Gibbs free energy variation, energy is required to drive the reaction. This is done within the cell 

through both electrical and thermal energy. Electrochemical reactions involved at electrodes are: 

 

 

 Cathode:       𝐻2𝑂(𝑔) + 2𝑒−  →  𝐻2(𝑔)  + 𝑂2− 

 

 
Anode:                   𝑂2−  →  

1

2
𝑂2(𝑔) + 2𝑒− 

 

Cell voltage is the main parameter for the estimation of cell performance and is calculated as sum of open circuit 

voltage, activation overpotentials, ohmic overpotential and concentration overpotentials: 

𝑉𝑐𝑒𝑙𝑙 = 𝑉𝑟𝑒𝑣 + 𝜂𝑐𝑎𝑡ℎ
𝑎𝑐𝑡 + 𝜂𝑎𝑛𝑜𝑑

𝑎𝑐𝑡 + 𝜂𝑂ℎ𝑚  + 𝜂𝑐𝑎𝑡ℎ
𝑐𝑜𝑛𝑐 +  𝜂𝑎𝑛𝑜𝑑

𝑐𝑜𝑛𝑐         

 

Open circuit voltage is dependent on temperature, pressure and average reactant composition and is calculated 

trough Nernst equation:  

𝑉𝑟𝑒𝑣 =
 𝛥�̅�0

𝑧𝑒𝐹
+

𝑅𝑇

𝑧𝑒𝐹
 𝑙𝑛

𝑃𝑂2

𝑔 1/2
∙ 𝑃𝐻2𝑂

𝑃𝐻2𝑂
   

 

Where 𝑧𝑒 is the number of electrons exchanged in the reaction and 𝐹 the Faraday constant. Activation overvoltage 

expresses the voltage spent to activate electrochemical reactions and it is dependent on stack operating condition, 

characteristic of electrodes and catalyst quality. Its formula is retrieved from Butler-Volmer equation, very 

common in literature, which links electrode voltage and current [11]:  

𝑖𝑎𝑐𝑡 = 𝑖0,𝑎/𝑐 (𝑒𝛼
𝑧𝑒𝐹𝜂𝑎/𝑐

𝑎𝑐𝑡

𝑅𝑇 − 𝑒−(1−𝛼)
𝑧𝑒𝐹𝜂𝑎/𝑐

𝑎𝑐𝑡

𝑅𝑇 )     

 

Where 𝛼 is a charge transfer coefficient that can be assumed 0.5 leading to activation overvoltage equation: 

𝜂𝑎/𝑐
𝑎𝑐𝑡 =

𝑅𝑇

𝑧𝑒𝐹
𝑎𝑟𝑐𝑠𝑖𝑛ℎ (

𝑖

2𝑖0,𝑎/𝑐
)     

 

Activation losses are dependent on exchange current density which physical meaning is the electrode capability 

of exchange current in no current flow conditions (electrodes forward and backward reactions are equal). 
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Correlations of anodic and cathodic exchange current densities in function of temperatures, activation energies 

and concentration at electrode three phase boundary are retrieved in literature [12],[13]: 

𝑖0,𝑎 = 𝐵 ⋅ (
𝑝𝑂2

𝑝𝑟𝑒𝑓
)

𝑟

⋅ exp (−
𝐸𝑎𝑐𝑡𝑎𝑛

𝑅𝑇
) 

𝑖0,𝑐 = 𝐴 ⋅  (
𝑝𝐻2

𝑝𝑟𝑒𝑓
)

𝑚

⋅ (
𝑝𝐻2𝑂

𝑝𝑟𝑒𝑓
)

𝑛

⋅ exp (−
𝐸𝑎𝑐𝑡𝑐𝑎𝑡

𝑅𝑇
) 

 

Where A,B are pre-exponential factors depending and r, m and n experimental exponents. These parameters and 

activation energy are used as fitting parameters for model validation. Concentration losses, related to reactant 

diffusion into the electrode depend on gas diffusivities, temperature and electrode structure and are expressed as:  

𝜂𝑐𝑜𝑛𝑐 =
𝑅𝑇

𝑧𝑒𝐹
𝑙𝑛 ∏ (

𝑐𝑚
∗

𝑐𝑚,0
)

𝑣

𝑚

 

 

Where 𝑐𝑚,0 is the bulk concentration of m-th specie and 𝑐𝑚
∗  is the concentration of m-th specie at three-phase 

boundary, the electrode reaction site. 𝑐𝑚
∗  is calculated for each specie considering both Knudsen and binary 

diffusion coefficients.  For a cathode supported cell the effect of diffusion in the anode has been neglected due to 

the very low thickness. Ohmic losses are strictly dependent on cell materials conductivity and are expressed as: 

𝜂𝑂ℎ𝑚 = 𝑖 (
𝜏𝑎

𝜎𝑎(𝑇)
+

𝜏𝑒

𝜎𝑒(𝑇)
+

𝜏𝑐

𝜎𝑐(𝑇)
+ 𝑅𝑐𝑐)      

 

Where 𝜎𝑎, 𝜎𝑒 , 𝜎𝑐 and 𝜏𝑎, 𝜏𝑒 , 𝜏𝑐  are respectively conductivities (ionic or electronic depending on the material) and 

thicknesses of anode, electrolyte, and cathode. Correlations for materials related to electrolyte and fuel electrode 

supported solid oxide cells have been retrieved from literature. 𝑅𝑐𝑐  is additional resistance related to 

interconnector conductivity and additional contact resistances and is used as fitting parameter for model validation 

as well as pre-exponential factors, experimental exponents and activation energies of activation polarization 

equation. Finally, a heat balance equation has been implemented:  

𝐶𝑡ℎ ⋅
𝑑𝑇𝑠𝑡𝑎𝑐𝑘

𝑑𝑡
= 𝑃𝑎𝑛𝑜𝑑𝑒 +  𝑃𝑐𝑎𝑡ℎ𝑜𝑑𝑒 + 𝑊𝑒𝑙  −  �̇�𝑙𝑜𝑠𝑠 

 

Being the model 0D lumped, a stack thermal capacity 𝐶𝑡ℎ value is assumed while temperatures, pressures and 

concentrations are average between inlet and outlet conditions.   

 

Figure 2. Electrochemical cell experimental data validation. 
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Imported in an Aspen Plus flowsheet including the balance of plant and a hydrogen compression and storage 

section, SOEC model has been exported in Aspen Plus Dynamics environment where a control strategy has been 

implemented to allow the dynamic operation of the system. Dynamic model of enhanced ammonia synthesis is in 

development, thus cost functions and energy consumption data have been assumed from literature according to 

[9],[10] assuming ammonia synthesis efficiency constant with load variation. The latter seems a reasonable 

assumption since ammonia synthesis electricity consumption, mainly based on feed an recycle compression 

accounts only for a small fraction of electrical energy consumption in Power-to-Ammonia systems [9]. The 

intermediate hydrogen storage, necessary for electrolysis and ammonia synthesis mass integration, is sized in the 

simulation depending on renewable energy power profile used as input, to meet system constraints which are 

mainly related to electrolysis and ammonia synthesis unit flexibility capability and compressor operation. In this 

study two power profiles from Fiennes (France) have been considered as input for the system: the first one is a 15 

MW wind only, the second one is a hybridization of the first one with PV energy, with a nominal power ratio 

PV/wind equal to 4. When renewable energy is not available, energy is taken from the grid to guarantee the 

electrolyser minimum load (10% in this study) with a 100 €/MWh electricity cost, while on the other hand, excess 

of energy is curtailed and is considered to be sold with a very low price (20 €/MWh).   

 

 
Figure 3. Daily average power (up) and monthly average capacity factor (down) for 16 MW PV (Left) and Wind (Right)  

systems located in Fiennes (France).    

The picture below depict the simplified process flow diagram of the system under study:  

 

 
Figure 4. Power-to-Ammonia system layout. 

Results and discussion 

The electrolyser hydrogen production, the hydrogen flowrate to Haber-Bosch loop and the hydrogen storage level 

curves can be computed with the model. The Haber-Bosch loop is supposed to work on different levels in terms 

of percentage of nominal flowrate: for this reason, the hydrogen flowrate to ammonia synthesis unit has been 

automated, as simulation constraint, considering trigger levels as points for operation switch (Figure 5). The 
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maximum ramp rate value is a constraint related to the Haber-Bosch reactor operation and has been assumed to ± 

20% Fnom/h in this study.  

 
Figure 5. Simulation main input and outputs. 

The effect of ammonia synthesis flexibility on storage size has been investigated. Using the wind only power 

profile and considering a 15 MW electrolysis power, leading to a ~55 t/d nominal ammonia production, a 

sensitivity analysis on ammonia synthesis flexibility has been done in order to study its effect on hydrogen storage 

size, thus levelized cost. A 90% maximum flexibility has been used for the sensitivity analysis since concepts of 

flexible ammonia synthesis loop with 10% minimum load with acceptable losses in efficiencies are already present 

[3]. From results it can be noticed that passing from 30% to 90% flexibility is possible to reduce storage size by 

a factor of 48 reducing LCOA by 26%. The “rigid” Power-to-Ammonia case would require 8 days of production 

storage compared to less than 4 hours of the highest turndown case which result in a 950.3 €/tNH3. These results 

are strictly dependent on the “quality” of power profile in input to the system, since no battery storage is used for 

the electrolyser operation.  

 

Finally, a comparison between 4 scenarios has been done: wind only and hybrid profiles with respectively 70% 

and 90% ammonia synthesis flexibility. From results in Errore. L'origine riferimento non è stata trovata. it 

can be noticed how, the hybrid power input implies a higher electrolyser capacity factor, thus lower cost associated 

to electrolyser operation and lower cost for hydrogen storage, but higher cost related to renewable energy system. 

However, the wind only power case implies lower costs related to renewable energy system, but higher cost of 

electrolyser related to lower capacity factor (production) and higher cost for hydrogen storage for lower flexibility 

values. It important to notice that having a high ammonia synthesis flexibility lead to a drastic reduction of cost 

associated to hydrogen storage for wind only scenario, which LCOA became slightly lower than the high-flexible 

hybrid case.  

 

 

Figure 7. Levelized Cost of Ammonia calculated for a ~55 t/dNH3 

system, 60 €/MWh electricity cost, 1200 €/kW electrolyser cost, 7% 

WACC, 30 years plant lifetime. *Cost function for ammonia synthesis 

loop from M. J. Palys et al. (2018) [14]. 

Figure 6. LCOA and storage size dependence with 

ammonia synthesis flexibility **Levelized Cost of 

Ammonia calculated for a ~55 t/dNH3 system, 60 

€/MWh electricity cost, 1200 €/kW electrolyser 

cost, 7% WACC, 30 years plant lifetime. 
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Conclusions 

 

A dynamic model has been developed for a Solid Oxide Electrolysis Cells system. The model includes a control 

strategy to manage renewable energy integration which inevitably involves a load variability in the system. A 

hydrogen storage section has been modelled for the integration of ammonia synthesis operation which, depending 

on renewable energy input, is sized to meet the Power-to-Ammonia system constraints. Ammonia synthesis unit 

cost and energy indicator have been assumed using data from literature. A wind only and a hybrid with a 4 PV/ratio 

power profiles from Fiennes (France) have been considered in this study. A sensitivity analysis on ammonia unit 

load flexibility has shown how is possible to drastically reduce hydrogen storage size, thus its cost. Comparing 

the two scenarios is possible to obtain 950 €/t -1100 €/t  levelized cost of ammonia with high ammonia synthesis 

flexibilities (70-90%),  values inside the range of current ammonia production cost indicated by IEA [15].  

However,  the potential of integration of heat produced by ammonia converter with solid oxide electrolyser has 

not been shown. In the next steps, the dynamic thermal integration between electrolysis and ammonia synthesis 

unit will be pointed out, focusing on the model of enhanced ammonia synthesis based on absorption separation 

technology and the possible further cost reduction. The model of the complete system will constitute a  

consolidated tool for characterising the performance of power to ammonia systems,  as well as a sizing tool for 

the hydrogen storage required, a tool for the development of control and management strategies, and will open 

the path to predictive control studies for cost optimization.  
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Introduction 

Especially in industrialized nations such as Germany, the import of hydrogen is seen as an 

important pillar of energy supply in a decarbonized energy system in the medium to long term. 

For this purpose, a large number of studies and peer-reviewed papers have investigated the 

techno-economic potential for green hydrogen production in different countries [1–3]. This is 

often done from the perspective of potential importing countries to assess how their future 

needs can be met in the most cost-effective way. Thus, many studies of potential exporting 

countries focus on estimating production and transportation costs based on existing resources 

and assumptions about future technological developments. In contrast, other aspects of green 

hydrogen production for exporting countries are only superficially considered. However, in the 

face of global climate change, it is important to examine the perspectives and concerns of 

exporting countries in more detail in order to take them into account when planning and 

implementing hydrogen production and trade. Various social, political, and economic aspects 

are relevant for the successful and sustainable development of an export-oriented hydrogen and 

Power-to-X (PtX) industry.  
 

Methodology 

Global energy trade is expected to change significantly in the coming years. While global 

demand for fossil fuels such as oil and natural gas will decrease in the medium term, green 

hydrogen and downstream products could become important new foreign trade commodities 

[4, 5]. However, these changes will not only have a direct impact on energy trade but also 

indirectly on a wide range of other products. This will be particularly relevant for future 

producing countries. In addition to export revenues, there are other economic aspects 

associated with the export of green hydrogen and downstream products. New local value 

creation in the PtX industry could create additional jobs and generate tax revenues. However, 

the question arises how to ensure that the development of an export-oriented PtX industry does 

not slow down the local energy transition and thus only relocates global emissions rather than 

reducing them? The aim of this thesis is to investigate the aforementioned aspects of trade in 

green hydrogen and downstream products from the perspective of potential exporting countries 

based on the following research question. 

 

“What are the implications and challenges arising from international trade of green hydrogen 

and downstream products from the perspective of potential exporting countries?” 
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Figure 1:  Overview of the overall research question and the associated sub-questions 

 

To address the overall research question, three sub-questions are formulated, which are 

investigated using diferent quantitative and qualitative methods. The three sub-questions listed 

in Figure 1 and the applied methodology are presented in more detail below. 

 

Discussion 

Sub-question 1: How can historic export data be used to determine a country's 

future need and potential for exporting green hydrogen and  downstream products? 

Key idea 

The historical global trade data of products between countries is an extensive dataset that 

contains information on the specialization and diversification of national economies. With 

increased attention on the trade of green hydrogen and downstream products, it therefore seems 

interesting to conduct a global analysis of trade data focusing on hydrogen-related products. 

The objective is to identify those countries that have a particular interest in the trade of green 

hydrogen and downstream products based on their historical trade data. It also seems 

worthwhile to take a closer look at the trade data of countries that have been identified in 

previous studies as promising exporting countries due to their geographical characteristics. 

Paper 1 published in Renewable and Sustainable Energy Reviews: 

Müller, V. P.; Eichhammer, W. (2023): Economic complexity of green hydrogen production 

technologies - a trade data-based analysis of country-specific industrial preconditions. In: 

Renewable and Sustainable Energy Reviews, 182, p. 113304. 

Abstract 

“Countries with high energy demand but limited renewable energy potential are planning to 

meet part of their future energy needs by importing green hydrogen. For potential exporting 

countries, in addition to sufficient renewable resources, industrial preconditions are also 

relevant for the successful implementation of green hydrogen production value chains. A list 

of 36 “Green H2 Products” needed for stand-alone hydrogen production plants was defined 

and their economic complexity was analyzed using international trade data from 1995 to 2019. 

These products were found to be comparatively complex to produce and represent an 

opportunity for countries to enter new areas of the product space through green diversification. 
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Large differences were revealed between countries in terms of industrial preconditions and 

their evolution over time. A detailed analysis of nine MENA countries showed that Turkey and 

Tunisia already possess industrial know-how in various green hydrogen technology 

components and perform only slightly worse than potential European competitors, while 

Algeria, Libya, and Saudi Arabia score the lowest in terms of calculated hydrogen-related green 

complexity. These findings are supported by statistical tests showing that countries with a 

higher share of natural resources rents in their gross domestic product score significantly lower 

on economic and green complexity. The results thus provide new perspectives for assessing 

the capabilities of potential hydrogen-producing countries, which may prove useful for 

policymakers and investors. Simultaneously, this paper contributes to the theory of economic 

complexity by applying its methods to a new subset of products, and using a dataset with long-

term coverage.” 

 

Sub-question 2: How can the production of green hydrogen be integrated in the 

transformation of the power sector of potential exporting countries in a cost -

optimal way?  

Key idea 

From a global perspective, trading green hydrogen and downstream products is only viable if 

the production of the electricity-based hydrogen is renewable and does not impede the 

transformation of the local energy system in the producing country. Especially for countries 

with currently high shares of fossil fuels in the electricity mix, it is therefore crucial to develop 

an understanding of what it means to simultaneously transform local electricity generation and 

provide additional renewable electricity for the export-oriented production of green hydrogen. 

The objective is therefore to carry out a scenario-based, cost-optimal expansion planning of 

electricity generation for one or more selected potential export countries. For the scenarios, 

different assumptions (e.g. technology cost, policy measures, efficiency improvements) are 

considered. 

The proposed methodology to conduct case studies for selected countries generally consists of 

the following five steps: 

 

(1) Implementation of the national energy system based on historical energy balances in the 

“Low Emissions Analysis Platform” (LEAP) [6] 

(2) Scenario development for projections of future energy demand based on assumptions (e.g. 

population growth, GDP growth, energy efficiency measures, fuel switch) 

(3) Implementation of different transformation modules including technical (e.g. efficiency, 

life time) and economic (e.g. CAPEX, fix & variable OPEX) parameters 

(4) Implementation of time-resolved demand and generation curves for different technologies 

(in particular fluctuating RES) 

(5) Least-cost optimized expansion planning of transformation modules for different scenarios 

using the “Next Energy Modeling system for Optimization” (NEMO) [7] 

 

Sub-question 3: What is the impact of establishing a green hydrogen and PtX 

industry on local value creation and employment in potential exporting countries?  

Key idea 

The production of green hydrogen and downstream products creates added value in the 

producing country. In addition to trade revenues, the development of an export oriented PtX 
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industry thus has further positive effects on the local economy. The extent to which the local 

economy benefits depends on the share of the entire value chain that can be realized locally. 

For this purpose, the individual steps of the PtX value chain will be examined in more detail to 

identify the potential for economic growth, value and job creation for the respective countries. 

While there are several peer reviewed papers using input-output models to investigate the 

value-added and job effects of renewable energy for electricity generation (e.g. [8–11]), there 

are so far only a few studies related to green hydrogen and downstream products. The objective 

is therefore to carry out an input-output model based analysis of the value added and job affects 

associated by the implementation of an export oriented PtX industry in a selected country. 

Input-output analyses allow predictions on how changes in one sector will directly and 

indirectly affect other sectors of an economy. However, since usually only aggregated data 

from several sectors is available, it should be noted that the level of detail of the analysis of 

specific technologies is limited [11]. To account for this, the costs of the examined technology 

can be allocated proportionally to sectors listed in the I-O tables. Table 1 provides a proposed 

cost distribution for five different renewable power plant technologies, taken from Dell'Anna 

[11].  

 
Table 1:  Allocation of cost shares for different renewable power plant technologies to the product sectors listed in the I-O 

table [11] 

 
 

This method can be extended to other technologies such as electrolysers or ammonia and 

methanol synthesis and used to draw conclusions about the number of new jobs created and 

the associated economic impact of the introduction of certain PtX industries and their entire 

value chain. Scenarios can be used to vary different factors, such as the share of local 

manufacturing, in order to estimate possible ranges. 

 

Conclusions 

In summary, the work is intended to help broaden the view of the international trade in green 

hydrogen and PtX products and to illuminate it from different perspectives. In particular, the 

often prevailing euphoria of potential demand countries towards the production of hydrogen in 

emerging and developing countries is critically discussed in order to point out possible 

difficulties. At the same time, the industrial and socio-political opportunities for potential 

producer countries are examined, which could go beyond mere export revenues and thus 

represent an opportunity for sustainable economic development. 
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Introduction 

Anion exchange membrane water electrolysis (AEM-WE) is one promising way of producing 

hydrogen from renewable energy and has the potential to combine the advantages of both 

predominant low-temperature electrolysis technologies, alkaline (AEL) and proton exchange 

membrane (PEM) water electrolysis. Like PEM-WE, AEM-WE allows a compact cell design 

and the operation under differential pressure; however, paired with non-precious metal 

catalysts in mild alkaline environment. Still, AEM-WE faces many challenges, such as short 

lifetime or low current densities, to become an industrially relevant electrolysis system. 

Advanced measurement methods have to be applied to optimize each component in the cell, in 

particular the membrane, catalysts and electrode structure [1]. 

Fig. 1 depicts the wide range of dynamic processes, loss mechanisms and ageing effects in 

electrochemical cells. Different measurement tools can be used to characterize, separate and 

quantify these processes. While time domain-based measurements access slow processes like 

degradation effects and changes in catalytic properties, frequency domain-based measurements 

e.g., electrochemical impedance spectroscopy (EIS), deconvolute phenomena in the order of 

10-6-10² s. 

 

 
Figure 1: Overview of the wide range of dynamic processes in electrochemical cells. (Adopted from [5]) 

 
 Corresponding author: ranz@hycenta.at 
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EIS constitutes an excellent in-situ, non-destructive diagnostic tool for electrochemical cells. 

Hereby, AC-impedance analysis is used to separate the contribution of different loss 

mechanisms influencing the performance of an electrochemical process [2]. EIS allows to 

discern between the various phenomena on the basis of the different relaxation times of the 

single processes upon a change in the operating parameters such as potential, current density, 

temperature and membrane electrode assembly (MEA) characteristics [3]. Therefore, the 

change of impedance due to external working conditions can be used to analyze loss 

mechanisms and assign processes to their physical origin in order to optimize the 

electrochemical device [5].  
 

Methodology  

Results of EIS measurements are commonly presented as Nyquist or Bode plots. The shape of 

the Nyquist plot allows to distinguish between different diffusion processes and the deviation 

of the double-layer capacity from ideal behavior, i.e., constant phase element behavior [5]. 

However, interpretation of the data is often complex and not directly accessible.  

One possible method to describe impedance spectra is equivalent circuit model fitting (ECM). 

Fig. 2 depicts the most common equivalent circuit describing the frequency response of an 

electrolyser with two charge transfer resistances parallel to constant phase elements (CPE) and 

a series resistance (RS) [5]. A parallel circuit of constant phase element (CPE) and a resistor 

(R) describes the double layer capacitance and charge transfer resistance of an electrode, 

respectively. This structure is associated with a characteristic relaxation time 𝜏 = 𝑅 ⋅ 𝐶 and 

appears as depressed half-circle in the Nyquist plot. 

From fig. 2 it becomes apparent that at high frequencies the constant phase elements (CPE1 & 

CPE2) become conducting and the impedance of this circuit is dominated by the series 

resistance (RS) also called high frequency resistance (HFR). Therefore, the value of the RS can 

be measured at the intercept of the Nyquist plot with the abscissa at high frequencies and is 

interpreted as the sum of ionic and electrical resistance within the cell [6]. 

A second intercept with the abscissa may appear at sufficiently low frequencies at steady state 

comprising the sum of all resistances. The low frequency resistance (LFR) corresponds to the 

local inclination of the polarization curve [2]. The difference of LFR and HFR describes the 

polarization of the electrodes due to charge transfer of electrochemical reactions or mass 

transport losses. 

 

 

 

 
Figure 2: Standard equivalent circuit model (left) and exemplary Nyquist plot with two characteristic 

frequencies (right). 
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The ECM method provides a quick and easy possibility to separate the ohmic series resistances 

from polarization resistances [3]. However, further analysis and quantitative interpretation with 

ECM of EIS data requires prior knowledge of the equivalent circuit especially concerning the 

number and size of the polarization processes. Fig. 3 shows the impedance analysis of an AEM-

WE cell with ECM method. An equivalent circuit with 3 R-CPE parallel circuits and one series 

resistance was used for this analysis. The result yields the magnitude of 3 different resistances 

in dependence on the current density, but gives no further insight on the origin or characteristics 

of these loss mechanisms. 

 

  
Figure 3: Nyquist plot at AEM-WE cell at varying current densities (left) and corresponding analysis with 

ECM method (right). 

 

Another possibility to analyse EIS spectra is to transfer the data into the time domain and 

characterize the different mechanisms by their relaxation time constants. The distribution of 

relaxation times (DRT) 𝛾(ln 𝜏) is extracted from the model impedance using eq. (1). 

 

𝑍𝑚𝑜𝑑𝑒𝑙(𝜔) = 𝑅𝑆 + ∫
𝛾 (ln 𝜏)

1+𝑖𝜔𝜏
𝑑𝑙𝑛𝜏

∞

−∞  
    (1) 

 

Eq. 1 describes a resistance (RS) in series with an infinite number of serially connected RC 

parallel elements [8]. From a mathematically point of view eq. (1) describes a Fredholm 

integral of the first kind, known as an ‘ill-posed inverse problem’. One solution to this problem 

is given by ridge or Tikhonov regularisation with the introduction of a regularisation parameter 

[9]. 

 

Different electrochemical systems have been analysed using DRT-methods in literature 

including solid oxide fuel cells (SOFC), PEM fuel cells (PEM-FC), PEM-WE and AEM fuel 

cells (AEM-FC). Fig. 4 illustrates the conclusions of different research groups in the field of 

electro chemistry. They have analysed electrochemical cells with DRT methods and attributed 

occurring loss mechanisms to the origin of: water transport, gas transport, charge transfer of 

the oxygen evolution reaction (CT of OER), charge transfer of hydrogen evolution reaction 

(CT of HER) and ion-, H+-, OH--transport in the catalyst layer. For fuel cells the according 

electrochemical reactions are the hydrogen oxidation reaction (HOR) and the oxygen reduction 

reaction (ORR). 
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Figure 4: Literature review on relaxation processes in different electrochemical applications.  

 

In fig. 4 a consent in literature about the characteristic frequencies of different loss 

mechanisms seems to exist: 

1. There are three main loss mechanisms in electrochemical systems: Mass transport, 

charge transfer of electrochemical reactions and ion transport. 

2. Mass transport appears in the frequency range of 0.05 – 10 Hz and can be further 

separated into water transport and gas transport. Water transport is considered to be the 

slower mechanism. 

3. Charge transfer appears in the frequency range of 5 – 1000 Hz and can be split into the 

half-cell reaction OER and HER or ORR and HOR for electrolysers and fuel cells, 

respectively. The OER includes the transfer of four electrons and is therefore 

considered the more challenging and slower reaction in comparison to the HER [10]. 

4. Characteristic frequencies above 1000 Hz are often interpreted as ion transport 

phenomena in the catalyst layer. Dependent on the technology used, this may be proton 

(H+) transport or anion (OH-) transport. Different from ion transport through the 

membrane, modelled as series resistance, ion transport in the catalyst layer exhibits a 

capacitive portion which is expressed as polarization resistance in the high-frequency 

part of the spectrum. 

 

Discussion  

Electrochemical impedance spectroscopy is an excellent in-situ, non-destructive diagnostic 

tool for AEM-WE cells. Different methods of evaluation like ECM or DRT analysis have been 

applied extensively to EIS results to gain deeper understanding of the underlying physical 

processes. While the ECM model requires prior knowledge of the electrochemical process at 

hand, the DRT method offers a tool to analyze spectra regardless of further assumptions. 

However, an optimization parameter has to be chosen in order to restrict the resolution of the 

appearing characteristic frequencies.  
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Characteristic frequencies of electrochemical processes seem to be independent from the 

technical application to some extent. Therefore, results from PEM-WE, PEM-FC and AEM-

FC can be transferred and compared to AEM-WE. To the best of the authors knowledge, no 

DRT analysis has been conducted on AEM-WE cells yet. This work strives to fill that gap. 

 

Conclusions  

AEM-WE cells are a promising alternative to the predominant electrolysis technologies PEM-

WE and AEL. To further improve the technology readiness level and long-term stability of the 

cells, a profound understanding of loss and degradation mechanisms is necessary. EIS offers 

an in-situ diagnostic tool to characterize electrochemical devices. However, the interpretation 

of results is often difficult and an in depth understanding of the underlying phenomena is not 

entirely present in literature. Two possible methods are presented to interpret EIS spectra and 

their short cummings are discussed. The proposed methods shall be applied in the context of 

AEM-WE cells and the results will be compared to results in PEM-WE, PEM-FC and AEM-

FC technology.  
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Introduction 

Renewable H2 is considered one of the key solutions to meet the 2050 climate neutrality 

goals of the EU Green Deal [1]. Unfortunately, vast majority of the current H2 production in 

EU is based on steam reforming of fossil fuels that gives rise to a large emission of undesired 

greenhouse gases [2]. Hence, the implementation of efficient and low-cost water electrolysis 

for renewable H2 generation is very important for decarburization of EU industries [3]. At the 

same time, current water electrolysis technologies are quite expensive in comparison with 

steam reforming. For example, one of the prominent technologies for renewable H2 production 

is proton exchange membrane electrolysis (PEMEL), conducted in compact PEM electrolyzers 

with high power density [2]. Nevertheless, PEMEL is an expensive technology, and one of the 

reasons for this is the employment of platinum-group-metals (PGMs) as catalysts [4], which 

are rare and expensive plus belong to the EU Critical Raw Materials (CRMs) list [5]. Thus, 

reducing the PGMs usage in PEMEL is critical for widespread uptake of the technology for 

renewable H2 generation. 

PEM electrolyzer is a zero-gap stack of cells composed of a proton exchange membrane 

coupled to a catalyst and electrode on each side, anode and cathode [2]. Figure 1 shows a 

simplified scheme of the different layers that compose a PEMEL single cell. From top to 

bottom: (i) bipolar plate (BPP) – serves to conduct current and heat, and distribute water 

uniformly through the area of the cell, usually with flow fields; (ii) the porous transport layer 

(PTL) – mediates the passage of reactants/products and also function as an electrical current 

connector between the catalyst layer and the BPP; (iii) anode catalyst to promote the oxygen 

evolution reaction (OER); (iv) proton exchange membrane (PEM)  – allows the permeation of 

protons (H+) from the anode to the cathode side; (v) cathode catalyst promotes the hydrogen 

evolution reaction (HER); and again (vi) a PTL and (vii) a BPP at the cathode side with the 

same functions as the anode ones. The membrane, besides the obvious proton exchange 

mediator, also serves as a physical separator/barrier between the reaction products and is an 

electronic insulator between the anode and cathode [6]. Currently, state-of-the-art PEMEL cell 

performance is 2 A/cm2 at 2 V, and it can operate with high pressure of around 50 bar [7].  

 
 Corresponding author: mafalda.pina@inl.int 

345



      

 2 

     
Figure 1: Scheme of a PEMEL single cell. 

In PEMEL, conductive carbon supported Pt is the state-of-the-art cathode catalyst, 

efficiently and stably driving the HER, with typical loading of 0.4 mg/cm2 [8] in commercial 

systems. The best anode catalysts for the OER in acidic conditions of PEM are oxides based 

on Ir and Ru, with loading between 0.8 and 2 mg/cm2. Pt, Ir, and Ru are scarce and expensive 

PGMs (Pt in less extent), and simultaneously, they are considered CRMs in the EU with high 

economic importance and supply risk [9]. Evidently, a drastic reduction and/or elimination of 

PGM catalysts is urgently needed to enable prevalent implementation of PEMEL, and this is 

the main objective of the current study. 

 In this work, new earth abundant catalysts are prepared – PGM-free HER catalyst and IrOx 

with reduced loading as OER catalyst. Synthesized materials are first studied individually, 

focusing on materials structural and morphological characterization, as well as their 

electrochemical HER and OER behavior using three-electrode configuration. Characterization 

will include different techniques to assess materials morphology, composition, electrochemical 

activity, and stability. The best-performing catalysts are tested in single-cell PEMEL and the 

obtained results are discussed. 

 

Methodology  

Powder X-ray diffraction (XRD) was performed on a X´Pert PRO diffractometer 

(PANalytical) set at 45 kV and 40 mA while using a Cu Kα radiation source (λ = 1.541874 Å). 

Half-cell electrochemical characterization in a three-electrode assembly was conducted using 

a Biologic VMP-3 potentiostat/galvanostat. For HER, as counter and reference electrodes, a 

platinum wire and a saturated calomel electrode (SCE) were used, respectively, in 0.5 M H2SO4 

electrolyte. The working electrode was catalyst-coated carbon paper with an area of 1 cm2 and 

a loading of 1 mg/cm2. For OER, a glassy carbon rod with 3 mm diameter was coated with the 

catalyst ink, wherein the catalyst loading was 0.1 mg/cm2. Catalysts ink preparation was very 

similar for both half-cell reactions. For HER catalyst the ink was prepared by mixing in an 

ultrasound bath 5 mg of the catalyst powder, 750 μL deionized water, 250 μL ethanol and 

10 μL of Nafion ionomer solution (5% v/v Nafion solution), for more than 1 h before drop 

casting the ink into the carbon paper with a micropipette. For OER, the only difference was the 

amount of catalyst powder weighted, only 2.5 mg. Cyclic voltammetry (CV) and linear sweep 

voltammetry (LSV) curves were obtained for all tested catalysts after an initial catalyst’s 

activation for 20-50 cycles. For some samples, chronoamperometry (CP) was also performed. 

This test is important in the future for assessing catalysts stability over a longer period of time. 

All the electrochemical results are presented against the RHE potential and are 85% iR-

corrected.  

Cathodic HER current state-of-the-art catalyst is Pt supported on carbon. In the present 

work, total substitution of Pt is intended. The nature of the reaction allows the use of more 

earth abundant materials with good activity and stability results, without the need to deploy 

CRMs. First, transition metal phosphides (TMP) were prepared, adapting the procedure from 

Brito and co-workers [10]. Iron(III) nitrate nonahydrate (Alfa Aeser) was used as transition 
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metal precursor. Carbon black Vulcan XCmax 22 (CABOT) was used as conductive carbon 

support. Incipient wet impregnation method was used, adding an aqueous solution containing 

Fe dropwise onto the carbon support in an ultrasonic bath. After 1 h of sonication, the prepared 

materials were dried in an oven at 100 °C overnight. Weight loading tested were 15, 20, and 

25% (wt. %) of Fe. The process was followed by a thermal treatment in a vertical furnace under 

nitrogen atmosphere for 1 h with subsequent reduction under hydrogen atmosphere at 400 °C 

for 3 h, with 100 cm3/min gas flow. After cooling down to the room temperature under nitrogen 

flow, 0.3 g of the samples were transferred into a horizontal furnace where phosphorization 

takes place. Inside the same reactor, 0.25 g of red phosphorus was also placed, and it was heated 

to 500 °C for 1 h followed by a reduction of temperature to 250 °C for 12 h. Phosphorization 

was conducted under 100 cm3/min nitrogen flow. Characterization of the prepared catalysts 

occurred before and after the phosphorization step, to confirm the phosphorization success and 

increased activity. 

For the OER reaction, the initial studies focused on the synthesis of iridium oxide IrOx 

through a wet method, with the intention to use this as base material to be supported on 

conductive oxide materials with higher surface area. For that, by adapting the reported 

procedure from Ruiz Esquius and co-works [11], iridium oxide was prepared. In a round 

bottom flask, 1 mmol of IrCl3 and 8 mmol of Li2CO3 were dissolved in 25 mL of deionized 

water and stirred overnight at room temperature. The yellow solution was then refluxed for 3 h, 

and the obtained blue precipitate was centrifuged several times while washing with deionized 

water. Afterwards, it was left to dry at room temperature, and the obtained blue powder was 

crushed in a mortar and stored. Commercial conductive antimony-doped tin oxide (ATO) from 

Thermo Scientific was used as support, being added to the IrCl3 and Li2CO3 solution prior to 

reflux, testing different wt. % ratios between the IrOx and the ATO. Iridium(IV) oxide, 

Premion®, 99.99% (metals basis) from Alfa Aesar was used without any treatment or 

purification as reference to the as-prepared IrOx. 

For the single-cell PEMEL testing, a 4 cm2 active area cell was used, connected to an in-

house build support system. Initially, commercially available membrane electrode assembly 

(MEA) with state-of-the-art catalysts (QuinTech) is tested in this system. These results help to 

optimize the characterization protocol and serve as benchmarks for comparison reasons with 

MEAs having the synthesized catalysts. 

Results 

HER catalyst 

The synthesized carbon-supported samples were analyzed by XRD for the 20% 

impregnated Fe catalysts before and after phosphorization, represented in  

 

Figure 2a, in black and red, respectively. The black pattern indicates that the Fe/C is a 

phase mixture of metallic iron (ICDD no. 04-012-6482) and iron oxide (ICDD no. 00-006-

0615). The red pattern indicates that the phosphorization was successful, confirming the 

formation of iron phosphide HER catalyst (ICDD no. 00-039-0809) supported on carbon 

(FeP/C).  
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Figure 2. a) XRD patterns for 20% iron impregnated Fe/C precursor material (black pattern) and final iron 

phosphide FeP/C HER catalyst (red pattern) synthesized by phosphorization. b) HER cathodic polarization curves 

recorded for the synthesized FeP/C catalysts with different loadings. All polarization curves were 85% iR-

compensated. Scan rate = 5 mV/s. Electrolyte = 0.5 M H2SO4. 

 

For the electrochemical characterization, the LSV curves obtained for the different carbon-

supported iron % catalysts were plotted against RHE reference value, in Figure 2b. The 

15 % FeP/C is the less active catalyst with an overpotential at 100 mA/cm2 of 0.3 V. Both the 

20 % and 25 % catalysts present a similar overpotential of 0.27 V. 

OER catalyst 

The prepared iridium oxide (IrOx) was electrochemically tested and compared to 

commercial IrO2 from Alfa Aeser (denoted as IrO2_AA). The activity, Figure 3Figure 3a, is 

superior for the synthesized catalyst compared to the commercial powder with a difference of 

overpotential at 10 mA/cm2 between the catalysts of 120 mA/cm2 (0.28 V and 0.4 V, 

respectively). This can be related to the phase of iridium present in each catalyst, since 

amorphous IrOx has better activity than crystalline IrO2 [12], but IrOx can also have other 

amorphous phases still present from lithium, for example. Further studies and characterizations 

need to be performed to determine the real composition of the synthesized catalyst. 

To assess the stability of the catalysts, chronoamperometry (CP) was performed in the same 

three electrode setup, at 10 mA/cm2 for 2 h. In Figure 3b, IrOx results show an increase of 

50 mV of potential measured by the end of the 2 h. The stability for the commercial IrO2_AA 

was also tested and, according to Xu and co-workers [12] it should be better, being more stable, 

with less potential increase (since it is crystalline). That was not the result obtained, as can be 

seen in the same graph. After 1.5 h the measurement was stopped to not damage the glassy 

carbon electrode, since the potential had already increased more than 100 mV and the tendency 

seemed to be increasing exponentially. This might be due to changes in the catalyst, having 

less active site, thus increasing the resistance. Detachment of the catalyst layer could also occur. 

There were no signs of such problem, but further testing should be carried out to understand 

what is really happening – analyzing the electrolyte after the measurement can give information 

about some catalyst material detaching or not. 

 

348



      

 5 

 
Figure 3. a) Catalytic activity and b) chronoamperometry at 10 mA/cm2 results for the prepared IrOx and 

commercial IrO2 from Alfa Aeser (IrO2_AA). All polarization curves are 85% iR-compensated. Scan rate = 

5 mV/s. Electrolyte = 0.5 H2SO4. 

The activity for the prepared IrOx catalysts with ATO was measured through LSV, 

represented in Figure 4a. The current density obtained for the IrOx is in accordance with the 

expected [11]. The overpotential at 10 mA/cm2 for the IrOx is around 270 mV, almost the same 

obtained for the catalyst 70%IrOx/30%ATO. Further characterization of the latter sample is 

required to understand the increase in activity when compared to the other ATO supported 

catalysts. The catalysts with less content of IrOx have lower activity and increased 

overpotential. The electrochemical stability for the ATO supported IrOx catalysts was tested 

through CP, and the results are compared with the unsupported iridium catalysts in Figure 4b. 

As noted in the LSV, the necessary potential is superior for catalysts containing ATO, with 

similar stability between the unsupported and the 70% IrOx containing catalysts. For the 

catalyst 50%IrOx/50%ATO, the measurement had to be stopped before achieving the 2 h since 

the potential was increasing rapidly and could damage the glassy carbon electrode.

 
Figure 4. a) OER anodic polarization curves recorded for the synthesized IrOx and ATO-supported catalysts. b) 

CP for the unsupported and ATO-supported IrOx . Current applied = 10 mA/cm2. All polarization curves are 85% 

iR-compensated. Scan rate = 5 mV/s. Electrolyte = 0.5 H2SO4. 

Conclusions  

The presented work is part of the PhD thesis of the corresponding author. Catalysts for both 

anode and cathode of a PEMEL have already been prepared, following current state-of-the-art 

and research on the topic. CRM free catalyst based on iron phosphide supported on carbon has 

been prepared for HER reaction. It is planned the functionalization of the carbon support and 

the implementation of other transition metals. For the anode catalyst the study started with the 
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synthesis of iridium oxide. Aiming for the reduction of CRM in the OER catalyst, ATO was 

added to the IrOx synthesis as conductive supporting material. Further analysis of the prepared 

catalysts is required, namely the use of microscopy techniques and determination of the 

electrocatalytic surface area. One of the most important steps in the PhD work is the 

implementation of the best-performing catalysts in three-electrode configuration in the single-

cell PEMEL testing. 
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Introduction 

Today, global energy consumption has continuously increased due to population growth 

and lifestyle standards. In addition, with the increase of global warming and 

environmental pollution, the development of renewable energy sources has become more 

crucial. Hydrogen is one of the most promising clean and sustainable energy carriers since 

it can be produced and consumed without carbon emissions. Among the different methods 

of its production, the electrolysis of water has attracted significant attention because it is 

sustainable and renewable chemical technology [1]. A large area of research in water 

electrolysis is the development of active and robust electrocatalysts to improve the 

efficiency of water electrolysis reactions [2, 3, 4, 5]. Moreover, in order to design more 

efficient electrolyzers, it is important to obtain more understanding of the role of bubbles 

in the process. Bubbles can affect the efficiency of electrolysis in different ways, for 

instance by decreasing the active electrode surface or by increasing the cell resistance [6, 

7, 8, 9]. Improved removal of bubbles is therefore expected to increase the efficiency of 

the electrolyzer. The bubble evolution behavior on the electrode surface has been studied 

by several theoretical and experimental methods. The bubble growth behavior is expected 

to be closely related to the mass transport caused by gradients of the dissolved hydrogen 

concentration, and also to coalescence [10]. So understanding the dynamics of bubble 

evolution and mass transport might aid in developing strategies to improve the efficiency 

of the water electrolyzers. In this study, we investigate how fast a bubble grows. Our 

approach is direct numerical simulation (DNS), for which we use a sharp immersed 

boundary method combined with an artificial compressibility method for pressure. Before 

presenting and discussing the results and summarizing our findings in the conclusions, 

details of the model and numerical methods are provided in the following sections. 

 

Mathematical and numerical modelling 

To simplify the complicated mathematical description of a bubble growing at an electrode 

in the presence of a surrounding flow, we make several assumptions in this paper: constant 

temperature, no evaporation of water and equal mass diffusivity coefficients of ions (DK
+

 = 

DOH
-
). Due to these simplifications, no equation for the thermal energy is needed, and the 

equation for the electric potential remains relatively simple. Potassium hydroxide (KOH) 

is used as electrolyte. At the cathode, water molecules are reduced by electrons to 

hydrogen and hydroxide ions as follows: 

 

                                                                                                              (1) 
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Governing equations 

In this study, we solve the 3D unsteady Navier Stokes equations for a viscous 

incompressible flow assuming constant density and viscosity: 

                 
  

  
         

 

  
                                                                   (2) 

In these equations u, p,   and    represent, respectively, the fluid velocity, the pressure 

relative to the ambient pressure, kinematic viscosity and the density of the fluid. The 

concentration transport equation using the Nernst-Planck equation is given by [11, 12, 13]: 

          
   

  
              

  

   
           +                                                 (3) 

Nk, zk, Dk, ck are the flux vector, the charge, the mass diffusion coefficient and the molar 

concentration of species k, respectively. k can be H2, H2O, K
+
, OH

−
 or KOH. zK

+
 = 1, zOH

−
 

= 1, and zk = 0 for other k. Here, F is Faraday’s constant, Ru is the universal gas constant, T 

is the absolute temperature and   is the electric potential. Formally, equation 3 is valid for 

dilute concentrations and they imply a variable density. For the sake of simplicity, we use 

these equations for all concentrations in combination with a velocity field based on 

constant density. 

The electrical current density (i) in the solution is defined by Faraday’s law as follows [11, 

12]: 

                                                                                                                              (4) 

Substituting Eq. 3 into Eq. 4, we obtain: 

                  
  
   

   
                                                                  (5) 

The solution is electrically neutral, so the last term on the right side of the equation is zero. 

Electroneutrality provides the condition to express the ions (K
+
 and OH

−
) concentration as 

a single salt concentration (cK+ = cOH− = cKOH) [11, 12] . As already mentioned, in this 

research, DK+ = DOH− is considered. These conditions result in the second term on the right 

side of the equation being zero. This reduces Equation 6 to Ohm’s law: 

                       
  
   

   
   

       

                                                               (6) 

where   is the electrical conductivity. The charge balance in the electrolyte is satisfied by 

the following equation for the potential: 

                                                                                                                      (7) 

By substituting Eq. 7 into the transport equation for K
+
 or OH

−
 we obtain the transport 

equation for KOH: 

                        
                                                                               (8) 

where DKOH = DK+ = DOH− . The equivalent diffusion coefficient of the binary salt in the 

general case can be found in [11, 12 ]. 

To compute the bubble radius R the ideal gas law is used: 

          
 

 
𝜋                                                                                                              (9) 

where m represents the number of moles of hydrogen in the bubble and R represents the 

bubble radius. Pg is the absolute pressure of the gas inside the bubble which is equal to: 

                                                                                                                         (10) 

where   is the liquid-gas surface tension. The effects of inertia and viscosity in the gas 

phase are ignored. The pressure difference      is the Laplace pressure. Pliquid is the 

average value of p over the bubble interface plus the ambient operating pressure (P).  

The molar flux of hydrogen across the bubble surface (S) can be obtained using Fick’s first 

law: 

                 
 
   

                                                                                             (11) 
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where   is the unit normal vector of the bubble surface pointing to the liquid. A detailed 

description of the Initial and boundary conditions can be found in [15]. 

 

Numerical solution method 

Direct numerical simulations are used to solve the system of equations on a three-

dimensional Cartesian grid. The numerical method has been implemented in Fortran. The 

method is fully explicit using first order Euler. The spatial terms are discretized using 

second-order central differencing on a staggered grid. The solver is coupled with a sharp 

interface immersed boundary method [14], which enforces the no-slip condition for the 

velocity at the gas-liquid interface. Furthermore, an artificial compressibility method is 

used to solve the pressure in the Navier-Stokes equations. The mass continuity equation 

and Navier-Stokes equations are not solved inside the bubble. 

In the present work, this method is extended for the mass transport and potential equation. 

Thus, the immersed boundary method enforces that the hydrogen concentration at the 

interface equals the hydrogen solubility concentration (equal to the hydrogen reference 

concentration). It is also employed to enforce that the current density and diffusion flux of 

water and electrolyte concentrations are equal to zero at the interface. Again, the mass 

transport and potential partial differential equations are not solved inside the bubble. In 

contrast to the velocity components, which are defined at staggered locations, all 

concentrations are defined at cell centers. In the following we describe the numerical 

method in more detail. A detailed description of the numerical method can be found in 

[15]. 

 

Results and discussion 

The physical parameters for the base case are presented in the Table 1. The physical 

properties correspond to a 30 wt% KOH solution at 80 C
◦
 (typically used in industrial 

alkaline water electrolysis). The distance between electrode and membrane L is 100  m. 

Such a narrow gap between electrode and membrane can occur in so-called zero gap 

electrolysis, in which the gap between electrode and membrane is often not exactly zero, 

see for example [16]. The value chosen for potential difference between electrode and 

membrane (  ) is such that a rather high current density is obtained, around 15 kA/m
2
. 

The value for exchange current density (i0)was used before [17] and is representative for a 

smooth Nickel surface without a catalytic coating. The number of grid cells is 96
3
 in the 

simulations, the grid is uniform, and the time step corresponding to this grid is  t = 2.02   

10
−4

 s. The 3D configuration of the case study is shown in Figure 1. 

 
Figure 1: 3D configuration of the case study 
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Table 1: Physical parameters 

 

L ( m) 100   (m
2
/s) 6.7 10

-7
 

i0 (A/m
2
) 1 T (K) 353 

P (Pa) 105 vinlet (m/s) 0.67 

  (N/m) 7.7 10
-2

 KOH (%) 30 

  (V) -0.6    (Kg/m
3
) 1258 

   0.5    0.5 

 

k H2 KOH H2O 

Dk (m
2
/s) 5.8 10

-9
 3.2 10

-9
 3.2 10

-9
 

ck,0 (mol/m3) 0.16 6700 49000 

 

 

Growing bubble  

 

The bubble at the electrode grows due to the non-uniform concentration and the fact that 

the bubbles nucleate in areas with high supersaturation [18]. In the present study, we 

assume there is only one bubble (with an initial radius of 3 micrometers) on the cathode. 

However, in practice, new tiny bubbles do form adjacent to the bubble when the 

surrounding hydrogen concentration is high. Figure 2 shows snapshots of the hydrogen 

evolution during the growth of the bubble. Hydrogen is produced at the electrode surface, 

so hydrogen supersaturation at the electrode-liquid interface is greater than that in the bulk 

liquid. 

In literature, different stages or regimes for bubble growth have been characterized by a 

power law: growth controlled by inertia (R   t), by diffusion (R   t
1/2

) or by reaction (R   

t
1/3

) [19, 20]. The growth behavior R(t)   t
1/2 

reflects a standard analytical solution for 

diffusive bubble growth [21, 22] The derivation is valid for a spherically symmetric 

concentration field, bubble radius much larger than the initial radius, constant solubility 

and, far away from the bubble, constant concentration and zero velocity. In our case, the 

concentration difference driving the bubble growth increases in time, because the 

hydrogen concentration averaged over the electrode increases in time. Therefore, even for 

a growth exponent larger than a half, the growth can be diffusion controlled. A logarithmic 

plot of the bubble growth rate from our simulation is shown in Figure 3. The growth 

between t = 0.005 s and t = 0.03 s is well described by R(t)   t
0.8

. In a somewhat similar 

simulation, a case without flow over the bubble simulated using an axisymmetric method 

that was not an immersed boundary method, t
0.7 

growth was observed [23]. 

 

Conclusions  

A growing single hydrogen bubble was studied numerically. The proposed solver is 

verified by grid independence, mass, and momentum conversation. As the bubble behaves 

as a sink, the concentration of hydrogen around the bubble decreases. The simulations 

predict a stage with power law growth of the bubble radius (R   t
0.8

) for a relatively large 

part of the total growth time. The effects of different bulk velocities and high pressure are 

discussed in the full paper [15]. The developed simulation tool is promising and can be 

used to answer fundamental questions about the bubble formation process in electrolysis 

processes. 
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Figure 2: The dissolved hydrogen concentration normalized by cH2,0 for a bubble growing 

in the x-y plane at z/L = 0.5 at different times. 

 
 

Figure 3: The growth of radius R(t) versus time for a single bubble. The dotted and dashed 

lines refer to the power laws R   t
0.8 

and R   t
0.5

, respectively. 
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Introduction 

In times of crisis, citizens are more keen on publicly formulating and sharing their 

concerns. Climate change and global warming are the nowadays crisis that is putting the 

existence of Planet Earth at stake. In reaction to that, the EU and its Member States have 

stressed the importance of reaching a green energy transition [1]. That means, 

decarbonising no later than 2050 the energy systems by adopting a green hydrogen 

economy as the alternative to fossil fuel markets [2].  

 

Citizenry having a stake in the energy transition can have a facilitating effect on it 

succeeding. Society has shown that its concerns and worries go beyond that. Therefore, for 

a green energy transition to become reality, the EU regulator by including a justice 

dimension [3] acknowledges how crucial is the role that citizens can take in it. 

 

While citizens are participating in the electricity sector through various forms and 

activities, their roles or possibilities to actively take part in the hydrogen energy sector is 

less clear.  The willingness to actively participate in the implementation of a hydrogen 

economy might not be shared by all. Academia has shown that the reasons behind 

deciding whether to participate in an energy democracy differ depending on the personal 

background and values that define each individual [4]. This may lead to taking biased 

decisions only benefitting those who decided to take a proactive role in the decision-

making process and perpetrate energy injustice instead.  

 

Energy justice requires of a decision-making process that leaves no one behind, that is, 

takes into account all different views and ways of engaging in the hydrogen economy to 

prevent it from becoming benefit-exclusive [5]. From individual to collective action, either 

settled and new forms of participation (e.g. energy communities) in the decision-making 

process need to be inclusively considered to make the hydrogen economy happen. 

 

It is in the hands of the EU and the national regulators to grant a fair decision-making 

process. Within the context of an emergent hydrogen economy, where a legal framework 

is still to be determined, this study will focus on determining to what extent the Aarhus 

Convention [6] and its national transpositions – with the Netherlands as the case study –  

are empowering equitably all societal groups and forms of participation in the decision-

making process on the implementation of this new energy technology. To give answer to 

this question, an analysis of the two current regulatory frameworks on public participation 

by either individual or collective means, with special attention to energy communities, will 

be carried out.  
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Methodology  

Considering that the main question of this research aims to answer how the current legal 

framework on public participation at both the EU level and the national level treats the 

different forms of active participation for implementing hydrogen as the energy leading 

our future, the methodology needs to be focused on legal interpretation. Two legal 

research methodologies have been chosen to conduct the study: doctrinal and comparative 

research.  

 

Applying a doctrinal methodology within legal research requires making use of the 

interpretative methods of law according to Savigny [7]:  grammatical, systematic, historic 

and teleological interpretations. At first, a doctrinal approach of methodology will be 

taken, that is, interpretation of the laws applying to the specific topic: the Aarhus 

Convention at the EU level, and the Dutch transposition under the Environmental 

Protection Act (EPA) [8] and the General Administrative Law Act (GALA) [9]. This first 

step would cover the grammatical interpretation. To better understand the role given to 

individual and collective power in the decision-making process of implementing a 

hydrogen economy, other primary resources such as communications, roadmaps and 

strategies will be examined so as to cover the historic and systematic interpretations. Once 

these primary resources will have been analysed, the researcher will also take due account 

of the legal doctrine and proceed to do to some literature review of secondary sources to 

learn from the expertise of scholars in that line to also include a teleological approach that 

allows to envisage legal choices other than the ones taken in the aforementioned legally 

binding texts.  

 

In order to reach potential conclusions stemming from this study, the second stage of the 

research will make use of a comparative legal research methodology. Due to the fact that 

the former stage of research based on a doctrinal methodology will have examined the 

legal framework of public participation within two different jurisdictions (EU and Dutch), 

a comparative methodology will contribute to determine the mismatches and coincidences 

between the two norms and the lessons that can be learned from one legal text to the other. 

The objective of comparing these two jurisdictions is to find out which of the two set of 

norms in place presents a framework that is a better fit to bring equitable and inclusive 

decision-making tools to adopt hydrogen as a key energy technology for our energy 

systems. What is more, the comparative legal research is intended to find the weaknesses 

of these public participation laws, to envisage the ways ahead to gran fair and just 

participation practices.  

 

 

Discussion  

This research is at the stage of interpreting the legal norms that centre the attention of the 

study: the Aarhus Convention and its transposition into the Dutch legal order. Based on a 

literature review, facts and data show that the Aarhus Convention must be regarded as an 

outdated norm that is no longer compatible with the context to which it applies. The 

Aarhus Convention dates of 1998. The thought back then of implementing a hydrogen 

economy as the key strategy to make Europe the first green and above all just energy 

market was nowhere near. The Dutch Environmental Protection Act (EPA) and the Dutch 
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General Administrative Law Act (GALA), both aimed at transposing the Aarhus 

Convention, follow similar outcomes as Aarhus itself.  

Its outdate is also conditioned to the past trends of understanding that it is through equality 

how justice is brought into our democratic systems. Instead, following EU settled case 

law, we cannot treat different situations in the same way [10] If individuals enjoy at the 

kick-start of a public consultation procedure of different values and educational, 

economic, cultural, ethnic or religious backgrounds, the opportunities that they will have 

to have a say will differ from one individual to another. Scholars recommendations state 

that inserting equity into the formula contributes to balancing people’s opportunities in the 

decision making process of implementing a hydrogen economy [11].  

The challenge that this research faces is the determination whether the current norms both 

at the EU and national level on public participation treat differently individual and 

collective powers in the decision-making chain of energy policies for hydrogen. With new 

ways of collective power coming into scene, such as the case of energy communities, it is 

to be determined if individuals are treated differently when deciding to actively participate 

for the transition by themselves or as members of a community [12].  

 

Conclusions  

 

This is an ongoing study, therefore, no conclusions have been reached yet. On the course 

of the upcoming six months, the researcher envisions to have come up with conclusions 

prior to the 2024 European PhD Hydrogen Conference.  

 

Yet, thanks to an interdisciplinary literature review that consists of law, sociology and 

environmental psychology expertise interacting with each other, it can be stated that the 

preliminary conclusions show that the current legislations will fail at providing the 

citizenry with inclusive mechanisms to participate in designing the hydrogen market. 

Therefore, vague laws bring in the population sentiments of fake participation and not 

trusting the process, which in the end, may rise the dissatisfaction once again of certain 

societal groups and communities that face a risk of being excluded of the decision-making 

chain.  

 

Such conclusions will open the next phase of this research that would be directed to 

finding the alternatives to these mechanisms that are putting barriers to achieving a just 

transition within the hydrogen context.   
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3Université Libre de Bruxelles (ULB), Belgium
4Brussels Institute for Thermal-fluid systems and clean Energy (BRITE), Vrije Universiteit Brussel (VUB) and
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Introduction

Hydrogen is gaining more and more interest in future power generation and heating systems. The
current need for decarbonization of the energy sector indeed puts hydrogen forward as a suitable energy
carrier [1]. However, the utilization of hydrogen in conventional combustion systems poses certain chal-
lenges due to its unique characteristics, including high molecular diffusivity and laminar flame speed.
Besides, in comparison to natural gas, the use of hydrogen can lead to high temperatures and significant
NOx emissions [2]. The benefits, advancements, and difficulties of hydrogen mGTs are thoroughly cov-
ered by Deveriese et al. 2020 [3]. The aim of this research is to perform numerical simulations of the
combustion process of H2, H2-derived fuels and their mixtures in innovative micro-Gas Turbines (mGT)
combustors. Large Eddy Simulations (LES) are performed using YALES2 research code [4], in order
to predict combustion efficiencies and pollutant emissions. Experimental data from a lab-scale reverse
flow mGT combustion chamber will be used to validate the model. Reverse flow combustors, like the
one under consideration, can also play an important role in reducing pollutant emissions from mGTs.
The reverse flow of fuel and combustion gases within the combustion chamber allows for more complete
combustion and better mixing of air and fuel, leading to reduced formation of nitrogen oxides NOx,
unburned hydrocarbons HC, and carbon monoxide CO [5]. The low-Mach number Navier - Stokes equa-
tions are solved using the variable-density low-Mach solver of YALES2. A first modelling step is used to
solve the fuel mixing problem in a non-reacting flow, before moving on to the multi-species reacting flow.
Having trustworthy computational models on hand for the combustion of H2 and H2-derived fuels will
be beneficial during the development of advanced, decarbonized energy conversion systems.

Experimental setup

The mGT is one of the Université libre de Bruxelles(ULB) design details can be found in [6]. Its
performances are currently being investigated in the ULB laboratory. The laboratory has two combustion
chambers: an actual combustion chamber, and a copy that allows for optical access. The first chamber
is enclosed in a casing that leads to the nozzle/exhaust. For simplicity and ease of measurement, the
experiment related to combustion quality is being conducted in the equivalent chamber without the
enclosure. Therefore, the simulations in this paper are being carried out on this exact unenclosed chamber
as can be seen in Fig.2a that depicts the meshed computational domain.

The fuel and air are introduced through two separate concentric cylindrical ducts into a 213mm long
quartz cylinder, which constitutes the combustor (see Fig.1b). The internal pipe introduces the fuel and
the one surrounding it, the oxidizer (coflow). After the inlets, the mixing process begins. The combustor
has an inner diameter of 118 mm and a wall thickness of 10 mm. A glow plug is used for ignition, and
four support cylinders elevate the burner, leaving an opening (clearance) through which the exhaust gases
escape. As the glow plug is removed from the combustion chamber after ignition, it will not be included
in the mesh and the simulation.

∗Corresponding author: elisa.stendardo@vub.be
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(a)

(b)

Figure 1: a) CAD of Chamber, Fuel & Oxidizer inlet and b) Top view of the burner CAD model

Mesh Generation

The mesh was generated using the open-source software Gmsh, a three-dimensional finite element
mesh generator with a build-in CAD engine and post-processor [7] The mesh generated is made of
approximately 500K nodes and 3 million tetrahedral elements. The performed preliminary simulations
indicate that it is suitable for capturing the flame structures.

(a)

(b)

Figure 2: a): Computational domain and b): Mesh at the inlet

Methodology

The simulation process has been split into two parts: the mixing of fuel with the oxidizer and com-
bustion. We configured the boundary and initial conditions to replicate experiments conducted with a
thermal input of 20 kW and an equivalence ratio of 0.4 at ambient temperature. Both steps, share the
same boundary conditions. The final step of the pure-mixing simulation is used to initialize the reactive
case. After the mixing is deemed complete, from the final fields of the mixing, the species and enthalpy
are initialized. This way, the reaction is initialized by introducing species of the products.

2
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Regarding the mixing part, YALES2 offers multiple options for the equation of state (EOS), one of which
is the ”Pure mixing” EOS. This EOS employs a linear interpolation method to determine fluid density
and temperature from a tracer scalar field that is being transported in the domain. Specifically, the
density (volume) and temperature are calculated as follows:

ρ−1 = (1 − Z) ρ−1
0 + Zρ−1

1 (1)

T = (1 − Z)T0 + ZT1 (2)

The subscript ’0’ pertains to air properties, while the subscript ’1’ corresponds to fuel properties.
The LES simulations were performed using the YALES2 research code developed at the CORIA lab

[4]. The low-Mach number Navier-Stokes equations are being solved using the variable-density low-Mach
solver of YALES2. The solver uses a centered scheme, which is formally 4 th-order accurate on cartesian
grids, for spatial discretization. The time integration scheme used in the solver is a hybrid of fourth order
Runge-Kutta (RK4) and Taylor-Galerkin (TTG4A) [8], [9]. The Courant-Friedrichs-Lewy (CFL) is set
to 0.4, and the Fourier limit has been set to a small value of 0.1.

Discussion

The Velocity profiles generated from the pure mixing simulation are shown in Fig.3 it can be seen that
in the cold flow, the closed upper part of the combustion chamber favors a long recirculation zone that
extends over the combustor. However, in the reacting case, we observe the impingement of the jet on a
volume of stagnant gasses (probably combustion products) that occupy approximately half the volume
of the combustor Fig.4. This leads to the formation of two recirculation zones (in 3D), a torus around
the jet and a ”ball” structure on top of it.

Figure 3: Velocity fields [m/s] for the non-reacting fuel mixing problem

Figure 4: Velocity fields [m/s] for the reacting case

This is also validated by inspecting the residence time in figure 5. We can conclude that the products
of the combustion can not escape the chamber easily. From a total of 1.2 seconds of simulation time, the
exhaust gases spend approximately 30% of the total time, trapped in the upper part of the combustor.

3
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Figure 5: Residence time

The simulation results include a temperature profile in the combustion chamber expressed in Kelvin
Fig.6. The difference in magnitude between the mean and the instantaneous field is due to the method-
ology of the two-step simulation. The stats of the velocity and temperature are not reset after the restart
of the simulation, so the mean fields are affected by the statistics of the cold field. Commenting only
on the instantaneous temperature field we can notice that the flame front is not evolving horizontally in
the available vertical space and it seems that the recirculated products are not mixed with the incoming
combustion air jet.

Figure 6: Temperature fields [K] for the reacting case

Another important part of the problem under study are the thermal boundary conditions at the
walls of the combustion chamber. Since experimental data are not available in the walls extra attention
has to be paid. Regarding the treatment of the thermal boundary conditions, several approaches have
been proposed that will affect the stability of the simulation. A comprehensive analysis can be found
in [10], where the well-known PRECCINISTA burner is studied. The approaches in increasing order of
complexity are:

1. Adiabatic wall: thermal flux q̇[W/s] = 0 is zero for x ∈ ∂S where ∂S is the highlighted boundary
of the chamber in figure 1b.
This implies that there is no heat transfer through the boundary, an assumption done only for
initial convenience. The conduction of the flow external to the chamber will play an important role
in the study of the performance of the chamber.

2. The most common approach, is imposing a Dirichlet thermal boundary condition: ∀x = x0 ∈
∂S, T (x0) = Twall that is also the next that will be implemented for the present work. This
approach has given promising results in predicting fundamental quantities in the PRECCINISTA
case [11], but requires significant efforts in tuning this temperature. Also it might make the flame
unstable [10].
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3. Imposed local thermal resistance. In this approach, a heat resistance R is assumed for the material
and the local thermal flux Φq is computed from the calculated temperature Tf near the wall and a
reference temperature Tref . In this approach a temperature is also assumed for the wall, but heat
conduction through the boundary is also taken into account. Φf = (Tf − Tref )R [10]

4. The last and most reliable approach is to couple the LES simulation with a CHT (Conjugate Heat
Transfer) solver for the solid parts [10]

Conclusion

While further validation of our models is still necessary to fully confirm their capabilities, the tem-
perature and velocity profiles obtained from the simulation results appear to be well within a reasonable
range considering the given conditions. We will pay particular attention to the mixing phenomenon, as
the mixing of two substances with a significant density gradient can present numerical challenges. It is
also essential to quantify the effect of the mixing within this chamber to assess how the high recirculation
generated by the design itself impacts (mixing) the concentrations of the reactants. Consequently, up-
coming post-processing efforts will be focused on this aspect. Additionally, imposing the correct thermal
boundary conditions will provide us with a better understanding of the field, as compared to the thermal
adiabatic assumptions. Beginning with a coarser mesh size, compared to references of the mesh sizes for
LES simulations in the literature, can be advantageous in terms of computational cost. Subsequently, an
adaptive mesh refinement algorithm will be implemented, to capture finer details, ultimately enhancing
the accuracy of simulations and allowing for a more detailed analysis of turbulent phenomena. Finally,
using experimental data for model validation is a critical step in ensuring the model’s reliability and
accuracy. This validation process is indispensable to establish confidence in the model’s utility and assess
its potential for future applications.
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Abstract 

Having a variety of energy vectors in the overall energy basket is crucial to the UK's 

ambitious goal of achieving net-zero emissions by 2050 and transitioning to a low-carbon 

energy economy. As the UK enjoys a high capacity of offshore wind, this elicits attention to 

how it can be exploited to the maximum. Since high wind capacity occurs in areas further 

from shore and deeper waters, this causes a challenge of whether installing cables to shore is 

viable. Herein we implement a systems approach towards introducing and techoeconomic 

assessment of producing the hydrogen on an offshore platform, driven by electricity from 

windfarms. Thereafter, the hydrogen is liquefied in a liquefaction unit and transported to 

shore for user use via storage ships. The system incorporates different components, namely, 

offshore wind farm, reverse osmosis unit for seawater desalination, proton exchange 

membrane (PEM) electrolyzer, and hydrogen liquefaction unit. 
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Introduction 

 

Hydrogen is a rapidly emerging candidate to help decarbonize the economy through 

production, storage, distribution, and conversion. As per the green finance strategy, 

penned by the Department for Energy Security and Net Zero (DESNZ), Department for 

Environment, Food & Rural Affairs (Defra), and Department for Business, Energy & 

Industrial Strategy (BEIS), the UK aims at producing 10 GW of low carbon hydrogen 

production by 2030 [1] towards the plan of net zero by 2050 [2]. One avenue for 

producing green hydrogen is using electricity from wind turbines. Moreover, owing to a 

large coastline, the UK enjoys a high capacity from offshore wind, leading to the UK 

being the world’s second-largest offshore wind market after China. To this end, the British 

Energy Security Strategy (BESS) has set to achieve 50 GW from offshore wind by 2030 

[3], [4], currently having 13.9 GW of offshore wind fully commissioned [5] which 

contributes towards 13% of the UK’s electricity basket [6]. Just recently, the Dogger 

Bank, as the world’s largest offshore wind farm, was connected to the UK’s national grid 

[7]. In this theme, to exploit the full offshore wind potential, the farms shall be situated 

further offshore in deeper waters. In this case, an alternative vector such as hydrogen 

could become the most attractive means of transporting the energy to shore [8]. In tandem 

with being a beneficial tool for integrating offshore wind, hydrogen is also gaining 

momentum as a low-carbon energy source to aid in decarbonizing challenging industries 

such as industrial heat, marine, trains, heavy-duty vehicles, chemicals, etc. [9]. The UK 

enjoys a high offshore wind capacity [10] as shown in Figure 1, and is the second leading 

producer of this renewable energy after China. 

 

In this study, an offshore floating substation coupled to an offshore wind farm is proposed 

for green hydrogen production. A technoeconomic assessment is implemented to assess 

the configuration’s viability. 
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Figure 1: UK offshore ocwind energy capacity [10]. 

 

 

Methodology 

 

The schematic of the proposed system is depicted in Figure 2. As shown, the electricity is 

transferred from the offshore floating platform to the substation. The electricity drives 

three components: a reverse osmosis (RO) desalination unit, a proton exchange membrane 

(PEM) electrolyzer, and a liquefaction unit. Initially, seawater is fed to the RO 

desalination unit and the resulting desalinated water (at the required purity level for 

succeeding sections) is fed to the PEM electrolyzer. Here, through electrolysis, the water 

is converted into hydrogen and oxygen. The oxygen is vented and the green hydrogen is 

transferred to the liquefaction unit. Finally, the liquefied hydrogen is transferred to the 

shore via specific storage ships. 
 

 

 

Figure 2: Schematic of the proposed system. 

 

Offshore wind farm 

 

The exergy of the flow stream in the wind turbine contains both kinetic energy and physical 

exergy [11]: 

Physical exergy is given as: 

where 

  flow          (1) 

           (2) 

               (3) 

       (4) 
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By inserting these we have: 

 

 

The kinetic energy is calculated by: 

Whereby: 

 

After calculating the exergy flow, the energy efficiency of the wind turbine (η) (the ratio of 

the highest amount of useful work being absorbed by the system per kinetic energy changes 

in the flow stream) and the exergy efficiency (Ψ) (the output power generated by the wind 

turbine per exergy of the wind flow passing through the system) are given as: 

 

 

 

PEM electrolyzer 

 

Green hydrogen is produced in the PEM electrolyzer through the following water-splitting 

reaction; in the anode: 

 

In the cathode: 

 

Overall: 

The produced hydrogen and oxygen flow rate can be calculated by: 
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whereby F and J are Faraday constant and current density. The equation below can be used to 

calculate the power consumption of a PEM electrolyzer: 

where   is PEM electrolyzer voltage for each cell and determined by: 

where        and        are the activation overpotentials of the cathode and anode respectively 

and  ohm  is the ohmic overpotential. The current density is below               and to this 

end the concentration overpotentials   conc   can be neglected.    is the reversible potential 

and is calculated using the Nernst equation: 

here      is equal 1 for liquid water. The activation overpotentials of the anode and cathode 

can be expressed as: 

Herein      is the exchange current density: 

In this equation    
ref  and        are pre-exponential factor and activation energy. Lastly, the 

Ohmic voltage is defined as: 

Whereby: 

 

RO desalination unit 

 

In the RO desalination unit, the seawater experiences a pre-treatment entering the main RO 

system. The feed flow rate can be calculated by using the recovery ratio (RR) and the mass 

flow rate of desalinated water [12]: 
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The rejected brine and desalinated water salt concentrations, can be calculated through: 

Here, SR is the salt rejection percentage and X is the salt concentration. The temperature 

correction factor (TCF) is given as: 

The salt permeability (  ) and membrane water permeability (  ) is calculated as: 

 

Herein, FF is fouling factor and it is assumed to be 0.85. The net osmotic pressure across the 

membrane and average osmotic pressure on the feed side are defined by: 

 

whereby  permeate,  feed , and  brine  are osmotic pressure for desalinated product side, feed 

side and brine side, respectively, given as: 

Finally, the required power input to high-pressure pump and net pressure difference through 

the membrane is estimated by: 

 

 

 

Liquefaction unit 

 

The liquefaction unit is comprised of the following components: compressor, heat exchanger, 

pump, mixer and separator, expansion valve, and a turbine expander. The pertinent equations 

for the mentioned equations are given in the table below [13]. 

 

Components Energy equation 
Exergy 

destruction 

Exergy 

efficiency 

Eq. No. 

 brine  
 feed  feed   permeate  permeate 

 brine 

 (25) 

 permeate   feed        (26) 

              
 

   
 

 

   
   (27) 

                                             (28) 

   
                         brine   

    
 (29) 

 net             permeate  (30) 

            feed   brine   (31) 

 permeate        permeate  (32) 

 feed        feed  (33) 

 brine        brine  (34) 

     
       feed    

      feed    
 (35) 

    
  permeate 

                       
   net     (36) 
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Compressor                                   
     

  

 (37) 

Heat exchanger 
                     

                        

 

            

              

         

         

 

     

  

 

(38) 

Pump                                   
  

   

 (39) 

Mixer and separator                       
  

  

 (40) 

Expansion valve               
  

  

 (41) 

Turbine expander                         
                  

    

 (42) 

 

 

Economic modeling  

PEM electrolyzer 

 

Wind farm 

 

 

 

Offshore substation 

Desalination unit 

 

 

 

 

Discussion  

Upon thermodynamic modeling of the system, this section will discuss the results of the thermodynamic and 

economic side of the project by addressing the CAPEX and OPEX of the system in operation. 

 

Conclusions  

The study concludes by addressing whether the proposed system is viable or not, and what circumstances 

and challenges can be expected if the system is implemented for operation.  

 

References 

              (43) 

              
      

 

  

 
 

     (44) 

          
      

 
  load    inst       

  

  
 (45) 

              (46) 

                       (47) 

                   (48) 

                    (49) 

372



      

 8 

[1] G. Shapps, J. Hunt, and T. Coffey, “Mobilising Green Investment - 2023 Green Finance Strategy,” Jul. 

2023. 
[2] K. Kwarteng, “Net Zero Strategy: Build Back Greener,” Apr. 2022. 

[3] S. Hinkley Point C, “HM Government - British Energy Security Strategy,” Apr. 2022. 

[4]  . H. G. Shapps MP, “ ffshore Wind Net Zero Investment  oadmap: Leading the way to net zero,” 

Mar. 2023. 

[5] “ ffshore wind,” HM Government - Department of Business & Trade. Accessed: Oct. 21, 2023. 

[Online]. Available: https://www.great.gov.uk/international/content/investment/sectors/offshore-wind/ 

[6] C. Colombo, “United Kingdom  ffshore Wind,” Feb. 2022. Accessed:  ct. 21, 2023. [ nline]. 

Available: https://www.trade.gov/market-intelligence/united-kingdom-offshore-wind 

[7] “World’s largest offshore wind farm Dogger Bank produces power for the first time - Equinor.” 

Accessed: Oct. 26, 2023. [Online]. Available: https://www.equinor.com/news/202310-dogger-bank 

[8] A. Giampieri, J. Ling-Chin, and A. P.  oskilly, “Techno-economic assessment of offshore wind-to-

hydrogen scenarios: A UK case study,” Int J Hydrogen Energy, Feb. 2023, doi: 

10.1016/J.IJHYDENE.2023.01.346. 

[9] P. Cavaliere, “Hydrogen Applications,” Water Electrolysis for Hydrogen Production, pp. 653–727, 

2023, doi: 10.1007/978-3-031-37780-8_18. 

[10] S. Cavazzi and A. G. Dutton, “An  ffshore Wind Energy Geographic Information System ( WE-GIS) 

for assessment of the UK’s offshore wind energy potential,” Renew Energy, vol. 87, pp. 212–228, Mar. 

2016, doi: 10.1016/J.RENENE.2015.09.021. 

[11] A. Khanjari, E. Mahmoodi, and M. H. Ahmadi, “Energy and exergy analyzing of a wind turbine in free 

stream and wind tunnel in CFD domain based on actuator disc technique,” Renew Energy, vol. 160, pp. 

231–249, Nov. 2020, doi: 10.1016/J.RENENE.2020.05.183. 

[12] S. M. Alirahmi et al., “ enewable-integrated flexible production of energy and methane via re-using 

existing offshore oil and gas infrastructure,” J Clean Prod, vol. 426, p. 139125, Nov. 2023, doi: 

10.1016/J.JCLEPRO.2023.139125. 

[13] S. Faramarzi, S. Gharanli, M. Ramazanzade Mohammadi, A.  ahimtabar, and A. J. Chamkha, “Energy, 

exergy, and economic analysis of an innovative hydrogen liquefaction cycle integrated into an 

absorption refrigeration system and geothermal energy,” Energy, vol. 282, p. 128891, Nov. 2023, doi: 

10.1016/J.ENERGY.2023.128891. 

  

373



Life cycle assessment of green ammonia production via renewable 

energy – a case study for Bulgaria 

T.Madzharov1, D. Vladikova1,2 

1Institute of Elctrochemistry and   Energy Systems- BAS, 10 Acad. G. Bonchev St., 1113 Sofia, Bulgaria 
2Institute for Sustainable Transition and Development – TrU, Student Campus, 6000 Stara Zagora, Bulgaria 

 

 

 

Introduction 

 

Bulgaria has established ambitious objectives for emissions reduction in the upcoming years, 

with the overall goal of attaining climate targets and mitigating the negative impacts of fossil 

fuels on public health and local ecosystems. The ammonia production sector which uses natural 

gas to produce hydrogen is among the various industries that ought to work towards decreasing 

their greenhouse gas emissions (GHG) while also increasing the production capacity of the 

current plants. The total ammonia-related hydrogen production capacity in the Member States 

is approximately 9,382 tonnes per day (Fig. 1) and the total demand for hydrogen by the 

ammonia industry in 2020 was 2.5 Mt [1].    

 
 

 
Transitioning away from non-renewable fuels as the primary source of hydrogen and instead 

adopting hydrogen derived from renewable sources like wind, solar, and hydro power is one of 

the routes toward achieving low-emission ammonia production [2]. There is an expanding body 

of literature on renewable hydrogen production driven by the imperative to mitigate climate 

change, reduce reliance on fossil fuels, and harness the economic and environmental potential 

of sustainable energy alternatives [3]. This growth is fuelled by increased global awareness, 

technological advancements, and supportive policy initiatives.  

 
 Corresponding author: todor.madzharov@iees.bas.bg 

Figure 1. Hydrogen production capacity for ammonia plants by country  
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In respect to industrial applications of renewable hydrogen in Bulgaria, one of the most urgent 

sectors for decarbonization is the ammonia production. For instance, NEOCHIM plant 

consumes yearly 55,000 t of hydrogen using reforming of natural gas.  The corresponding CO2 

emissions are 503,000 t.  

The method regarded as the most precise for quantifying and characterizing emissions from 

both renewable hydrogen and  hydrogen produced by natural gas is known as Life Cycle 

Assessment (LCA). It offers a thorough comprehension of the environmental consequences of 

various hydrogen production methods, facilitating well-informed sustainability decisions and 

mitigating their adverse effects on the planet. 

The aim of this study is to present the LCA of ammonia plant with a production capacity similar 

to the one of NEOCHIM ammonia plant in Bulgaria.  

 

Methodology 

 

The system under consideration for green ammonia production comprises of a renewable 

energy source (wind, solar and hydro), a solid-oxide electrolyzer (SOEL) and a Haber-Bosch 

reactor. The selection of the less mature SOEL technology for hydrogen production by 

electrolysis is motivated by the opportunity to reach higher energy efficiency due to heat 

utilization. Therefore, coupling a solid oxide electrolyzer with an ammonia production facility 

could significantly increase the efficiency of the whole system and dramatically reduce the 

emissions. For example, Cinti and Frattini (2016) reported electricity consumption of as low 

as 8.30 kWh/kg NH3 and zero emissions of CO2 in the case of combining SOEL with a Haber-

Bosch reactor [4]. In addition, this technology is expected to have a quick large scale industrial 

deployment [5].  

The goal of the study is to qualify and quantify the emissions of ammonia production with 

renewable hydrogen (CO2/kgNH3, kWhe/kgNH3, kWhth/kgNH3) and compare them with the 

emissions of ammonia production with hydrogen from natural gas.  

The scope of this study is Cradle-to-grave, excluding post-life recycling or landfill. The 

functional unit is CO2/kgNH3. The software employed for conducting the analysis is open LCA 

2.0 and the database under consideration is ecoinvent.  

In this work the first results for renewable hydrogen production  for ammonia plant via SOEL 

will be presented.  
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Introduction 

The motivation for this research is the urgent global climate challenge of preventing a global 
mean surface temperature increase of more than 1.5 °C compared to the pre-industrial average. 
The Intergovernmental Panel on Climate Change (IPCC) has warned of serious consequences 
to human health and societies of such a rise in global temperature [1]. We are already 80% of 
the way to this threshold: the global mean surface temperature for 2018-2022 was about 1.2 °C 
about the pre-industrial average [2]. 

Hydrogen is a promising fuel for road freight, shipping, and aviation because it can be used 
cleanly without producing any carbon dioxide at point of use [3]. However, about 95% of 
hydrogen is currently produced from fossil fuels, which results in significant carbon emissions 
even when carbon capture is implemented [4]. Previous reviews of the environmental impacts 
of hydrogen production have limited their scope to a subset of production technologies [5]-[7] 
or have only considered global warming potential (GWP) and acidification potential [8], [9] or 
a single environmental damage score [10]. 

Researchers and decision makers need a more comprehensive environmental comparison, 
incorporating techno-economic analysis, for the entire supply pathway to vehicles, including 
production, transport, and storage of hydrogen [4], [11]. It is also important to consider the 
impacts of decisions on the infrastructure and supply chains for competing or synergistic uses 
of hydrogen for producing ammonia, steel, and chemicals [12]. 

This project aims to expand knowledge of the absolute and relative environmental impacts 
and financial costs of pathways for producing, storing, and distributing hydrogen under various 
possible scenarios between now and 2050, considering the latest advancements in hydrogen 
technologies and renewable energy generation, and accounting for variations in infrastructure, 
geography, climate, level of investment in research and development, and the effects of 
decisions on competing uses of hydrogen. This project will produce as its outputs: a review of 
recent life cycle assessments (LCAs) of hydrogen [13]; a review of the most promising 
hydrogen technologies; a detailed LCA of hydrogen supply, from cradle to refilling station; 
recommendations for decision makers in the UK; and a user-friendly decision support tool to 
enable researchers, government officials and other interested parties to customise the LCA for 
their country, sector, or industry. Researchers will have full access to all the underlying data, 
research, and methodologies.  
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Methodology 

Literature reviews have been carried out to answer the key research questions of this project. 
First, it was necessary to identify the most promising hydrogen supply technologies 
(production, storage, and transport) to assess in an LCA, and to identify the most important 
indicators (environmental and financial) to compare when assessing hydrogen supply 
scenarios. The decision has been made to use a prospective approach in formulating future 
scenarios, while assessing these scenarios using attributional LCA. In this way, the benefits of 
a prospective approach are realised while also facilitating the comparison of the results of the 
new LCA with those of other recent LCAs, nearly all of which are attributional LCAs [12]. 
Present day scenarios will be compared with future scenarios for 2035 and 2050. These years 
were chosen because 2050 is the target year for Net Zero for many countries including the UK 
[14], and 2035 is an intermediate milestone by which time key hydrogen technologies can 
mature and be rolled out at a large scale. Worst-case, base-case and best-case sub-scenarios 
will be formulated for 2035 and 2050, including parameters for electricity mix, rate and scale 
of technology adoption, costs of capital and key raw materials, and technological 
improvements including increased efficiencies and circularity of critical materials. When 
researching these technoeconomic factors, a literature review has been supplemented by 
elicitation interviews with experts from academia and industry, as described below. 

For each literature review, the starting point was a systematic review of review articles, 
branching out to related papers via reference lists. Independent searches have also been made 
of relevant government, industry, and non-governmental reports. For hydrogen production 
technologies, a meta-analysis of methodological choices of recent LCAs led to the 
identification of mutually comparable studies, which were compared initially by GWP, then 
relatively low GWP scenarios (compared to the UK Low Carbon Hydrogen Standard [14]) 
were compared by cost and other indicators. The findings are summarised in the discussion 
section of this abstract, and the review has been published in a peer-reviewed journal [13]. 

After identifying the most significant gaps in the life cycle inventory (LCI) database, a 
selection of potential expert interviewees was identified, in collaboration with my advisors and 
subject experts at the University of Bath. The interview questions vary depending on the topic 
and level of specialisation, based initially on the questionnaire included in Delpierre et al. [15]. 
Interviews are being conducted mostly online, with some in person at the University of Bath. 

For the LCA, my methodology follows the LCA framework established by the International 
Standards Organization in ISO 14040 [16], with reference to subsequent recommendations 
made in the ILCD handbook [17], FC-HyGuide [18], and recent published books and journal 
articles discussing best practice. LCA is an iterative process, so I started with a simple 
comparison of two hydrogen production scenarios – the incumbent steam methane reforming 
(SMR) technology, and PEM electrolysis powered by offshore wind energy – followed by 
refining scenarios and drilling into LCI data in increasing detail. From there, I have migrated 
from openLCA [19] to Brightway2 [20], because the latter facilitates rapid and flexible 
customisation and re-assessment of scenarios, including uncertainty and sensitivity analysis. 
The decision support tool will be implemented via a Jupyter notebook, where parameters can 
be edited in a web page, supported by an Excel workbook of key LCI data.
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Figure 1  Overview and system boundary of the planned life cycle assessment of supplying hydrogen (H2) to large transport vehicles. MSW = municipal solid waste, converted 
to refuse-derived fuel; agro = wheat straw and residue from agriculture; wood = post-consumer and sawmill waste; willow = cultivated short rotation coppice willow.
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Discussion 

The largest group of mutually comparable LCAs reviewed in [13] is the 56 studies with a 
cradle-to-gate scope (from raw materials to hydrogen, excluding the transport, storage, or use 
of hydrogen) where hydrogen is produced with a purity of at least 99.9%. Despite the 
significant uncertainties of the reviewed LCAs, collectively they show some striking 
differences in GWP between hydrogen production scenarios. Using fossil-based energy 
generally results in a significantly higher GWP than using nuclear or renewable energy. In fact, 
where hydrogen is produced using electrolysis powered by grid electricity, often the majority 
of GWP is due to electricity production. When comparing the GWP of renewable energy 
sources for the same production process, wind energy tends to perform better than a renewable 
mix that includes solar PV and/or hydro. Chemical looping reforming (CLR) with carbon 
capture and storage (CCS) is a potentially attractive alternative to the dominant production 
method of steam methane reforming of natural gas. Biomass gasification with CCS also shows 
potential for negative GWP, but biogenic emissions require careful accounting to assess longer-
term sustainability. 

A comparison of low-GWP methods shows that electrolytic methods, compared to 
dominant methods of producing hydrogen from fossil fuels, have a lower overall impact but 
are currently more expensive, while CLR may also have a lower overall impact and is 
potentially even cheaper. I am currently gathering LCI data for the hydrogen technologies 
shown in Figure 1. Where hydrogen is produced using electrolysis, scenarios will be assessed 
with different primary energy sources, while other scenarios will be assessed with and 
without CCS. Provided that sufficient LCI data can be obtained, I will include anion 
membrane exchange (AEM) electrolysis in future production pathways, because the 
consensus of expert interviewees is that this technology is expected to be ready to deploy at a 
large scale by the early 2030s. Transport options being assessed are pressurised containers 
carried by lorry or train, or a dedicated pipeline, while storage options being assessed are 
pressurised containers, ammonia, or potentially depleted salt or gas caverns where a very 
large volume and seasonal storage are desired. 

 

Conclusions 

Hydrogen is a carbon-free fuel with the potential to power road freight, shipping, and 
aviation. The technologies to produce, transport and store hydrogen are developing rapidly and 
there are significant uncertainties regarding technological progress in energy consumption, 
material usage, cost, environmental impacts, and scaling up the required infrastructure. This 
project is building realistic current and future scenarios to assess the cost and environmental 
impacts of potential hydrogen supply pathways, based on the published literature and 
interviews with experts in the field. By the time of EPHyC in March 2024, I expect to be able 
to present provisional LCA results for all pathways, including scenarios for the present day and 
the years 2035 and 2050, with uncertainty, sensitivity, and hotspot analysis. Future work will 
include providing a decision support tool for researchers and decision makers to customise the 
LCA. 
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Introduction 

The quest for sustainable and clean energy solutions has led to a renewed interest in 

hydrogen as a promising fuel source and energy carrier. Hydrogen offers zero-emission 

combustion so it can serve as a clean fuel for heating, power generation, and as a reducing 

agent in various chemical processes [1].  

 Hydrogen storage is a critical component of the pursuit of clean and sustainable energy 

solutions. As a lightweight and energy-dense fuel, hydrogen holds immense potential for 

various applications, including fuel cells and transportation. Efficient and safe storage 

methods are essential to harness hydrogen's benefits. Recent advancements are explored in 

hydrogen storage technologies, ranging from traditional methods like compression and 

liquefaction to emerging technologies such as solid-state and chemical storage [2-5].  

 Liquid hydrogen (LH2) is interesting phase because of its versatility. It can be employed 

in various sectors, including transportation, industry, and power generation. As a fuel for 

fuel cell vehicles, liquid hydrogen offers zero-emission mobility, addressing the 

environmental impact of the transportation sector. Its high energy density ensures longer 

driving ranges for hydrogen-powered vehicles, making it a practical solution for both short 

and long-haul transportation [6]. In addition to transportation, liquid hydrogen finds 

applications in industrial processes. It can serve as a clean fuel for heating, power 

generation, and as a reducing agent in various chemical processes. The adoption of liquid 

hydrogen in industry contributes to reducing carbon footprints and promoting sustainable 

practices [7]. 

 Liquid hydrogen storage is considered as the main point of the current work. Liquid 

hydrogen storage is a great challenge as it is stored at extremely low temperatures to 

maintain it in a liquid state, as hydrogen transitions from a gas to a liquid at temperatures 

below -252.8 degrees Celsius. The storage of liquid hydrogen involves several 

considerations to ensure safety, efficiency, and practicality [8]. Liquid hydrogen is stored in 

cryogenic tanks specifically designed to handle the extremely low temperatures required. 

These tanks are typically double-walled with a vacuum between the walls and highly 

insulated to minimize heat transfer. The materials used in cryogenic tanks must withstand 

low temperatures and the structural stresses associated with the expansion and contraction 

of the stored liquid. Inner tank materials are often stainless steel or other alloys designed to 

resist embrittlement at cryogenic temperatures [9,10]. The insulation helps to reduce the 

boil-off rate, where hydrogen returns to its gaseous state due to heat exposure. Effective 

insulation, such as multilayered thermal insulation, helps maintain the low temperatures and 

reduce heat ingress [9,11].  

Boil-off is a natural occurrence in liquid hydrogen storage, where some of the liquid 

hydrogen vaporizes into gas. Managing boil-off is essential to prevent pressure buildup 
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within the storage tank. Boil-off can be utilized, for example, as fuel for other processes or 

can be reliquefied and returned to the storage system [12]. Safety is also a parameter in 

liquid hydrogen storage. Cryogenic tanks must meet stringent safety standards to prevent 

leaks, ruptures, or any compromise in structural integrity. Emergency venting systems are 

in place to release excess pressure and avoid over-pressurization [9,13]. 

 The loading and the off-loading process of a liquid hydrogen storage tank is also 

considered one of the great challenges in this field. Because of the extremely low boiling 

value of LH2, a huge amount of LH2 is lost during the loading process and needed to be re-

liquified and re-feed. Therefore, the present work is focusing on studying the time estimated, 

the heat transfer and thermodynamic analysis, and the handling of the loading process. 

 

Methodology  

The current work will be performed on Amesim software before applied on a predefined 

tank which will be used to store liquid hydrogen as shown in Fig. 1. The liquid hydrogen 

tank consists of inner vessel storing (LH2), outer jacket encasing the inner vessel, insulation 

system, and support elements. The elements of the liquid hydrogen tank will be designed 

according to ISO 13985 and ISO 21029-1 codes [14,15]. 316L stainless steel is 

recommended for the tanks’ material because of its low susceptibility to hydrogen 

embrittlement and excellent toughness at cryogenic temperatures. Stainless steel has a low 

carbon content and a thermal conductivity of approximately 10 W/ (m. K) at 20 K in contact 

with LH2 and approximately 16 W/ (m. K) in contact with the air at room temperature [9]. 

The insulation system is consisted of high degree of vacuum besides a perfect insulation 

material to configure a high performance of insulation between the two tanks. the applied 

insulation materials are preferred to be with a high thermal performance at vacuum pressure. 

for the current work, it is recommended to use the multi-layer insulation (MLI) because of 

its lower thermal conductivity than the other common materials as shown in Fig. 2 [16]. The 

current work is planned to be applied on predefined tank as a case study with dimensions as 

mentioned in Table 1. 

Before initiation of loading LH2 inside the tank, a preparation process should be carried 

out considering the precooling of the tank walls and the inside ambient volume of the tank 

to avoid the flashing phenomenon of LH2 during the loading process. The preparation 

process consists of three steps. The first step is to precool the tank from 32 ֯C to -196 ֯C by 

using LN2 as the precooling agent. The second step it to purge nitrogen gas from the inside 

volume by using hydrogen gas for this purpose. The third step is to continue cooling the 

tank walls from -196 ֯C to -252.8 ֯C by using LH2 itself. The time estimation of the whole 

preparation process is considered the main point of study for the current work. It is also 

considered one the complicated studies in LH2 storage. The reason of the aforementioned 

complexity is due to the action of the phase change of nitrogen or hydrogen from liquid to 

gas or the inverse during the cooling process. The action of the phase change definitely 

affects the overall heat transfer coefficients and as a sequence affects the estimated time of 

the preparation process.  

For the present work, an appropriate model is prepared on Amesim software produced 

by Siemens to simulate the LH2 storage tank and analyze its parameters during the loading, 

storage, transporting, and off-loading processes. The tank is discretized and divided into ten 

parts to study the distribution of the thermodynamic and heat transfer properties over the 

inside space of the tank and its walls. Fig. 3 shows only the first two parts of the tank as a 

first conception. Each part consists of various connected components to act a specific role. 

A constant temperature source is adjusted at 45 °C and connected to a thermal resistance 
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with 4 W/m2. K air convection representing the outer ambient conditions. The inner and 

outer tanks are represented by two-thermal capacities considering the specifications 

mentioned in Table 1. A thermal radial resistance is connected between the two-thermal 

capacities to simulate the applied thermal insulation. For achieving high degree of 

insulation, the MLI insulation is performed beside a vacuum space and both are considered 

inside the radial resistance. From the fluid side, an adiabatic chamber with heat exchange is 

supported by a modulated mass and enthalpy flowrate source and are adjusted by the initial 

inner ambient conditions and the fluid specifications, respectively. The effect of the phase 

change can be controlled by adding a pilot thermal resistance and a generic sensor as an 

input and output to the adiabatic chamber. The sensor provides a high or low value of the 

heat transfer coefficient depending on the output phase of the fluid using the trigger and first 

order lag components. The same manner is followed for the remaining parts of the model. 

 Finally, the boil-off rate of LH2 is estimated as it indicates the degree of performance 

of the LH2 storage. The current work is also planned to be experimentally applied on site 

after achieving positive results from the modeling. 

 

Air

α = 4 W/m2. K

T = 45 °C

Precooling to -196 °C by LN2

+

Final Cooling to -252.8 °C 

by LH2

Outer tank
Inner tank

Outer  thermal 

resistance

MLI + Vacuum

Inner thermal 

resistance

 
 

 

 

 

Figure 2: Effective thermal conductivity with cold vacuum pressure [16]. 

Figure 1: Configuration and conditions of Liquid hydrogen storage tank. 
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Table 1: Specifications of the tank case study. 

Parameter Inner tank Outer tank 

Material 316L stainless steel  316L stainless steel  

Diameter (m) 11.5 12.2 

Height (m) 31 32.984 

Wall thickness (m) 0.021 0.015 

Initial temperature (  ֯C) 32 45 

Final temperature (  ֯C) -252.8 ___ 

 

Discussion  

After preparing all the model components and adjusting the parameters with the design 

values, the model is activated to start the precooling run using the flowing of LN2. Different 

mass flowrates of LN2 between 0.4 to 2.2 kg/s are applied during the run. The temperature 

distribution and the precooling time can be estimated at the end of the run. Additional 

thermodynamic parameters of LN2 can be estimated during the precooling process such as; 

specific enthalpy, density, and gas mass fraction at the output point of each part. The model 

can calculate the heat transfer rates to the tank as well. After that, nitrogen is purged away 

using hydrogen gas before continuing the cooling process. The purging process does not be 

simulated on Amesim, however, the purging time can be estimated by other simple ways 

like Excel. Then, the final cooling run is performed using LH2 as the flowing fluid. The 

same calculated parameters of LN2 can be done on LH2. As a result, the overall loading time 

can be estimated. The other thermodynamic and heat transfer parameters are analyzed so 

they can present a first conception about what is happening during the preparation and the 

loading process. Finally, the boil-off rate is simulated under the same conditions and as a 

sequence, the performance of LH2 storage can be expected. These analyses can lately be 

optimized to deduce the best recommended design parameters for a LH2 storage tank. 

 

Figure 3: A first conception of the liquid hydrogen tank model on Amesim software for the first two parts only. 
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Conclusions  

Positive results are expected from performing such modeling on the LH2 storage tank. 

Accurate time estimation of LH2 loading process and relevant thermal analysis can be 

achieved. This can support the designers to optimize the best tank and insulation materials 

to put hands on the closest perfect design. In addition, the degree of safety can be developed 

across the gained analyses. The produced thermal and time analyses can also be a great 

guide to the manufacturers of the LH2 tanks.   
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Introduction 

 

As the world transitions from fossil fuels to renewable energy resources, there is a growing 

focus on hydrogen as an energy carrier. Yet, the production of clean green hydrogen remains 

a challenge, hindering its widespread use as an alternative to conventional fuels. One 

promising strategy to address this challenge involves the integration of renewable energy 

resources with electrochemical water electrolysis systems. Therefore, in recent years, anion 

exchange membrane water electrolysis (AEMWE) has gained significant attention due to its 

attractive features, combining low-cost materials with relatively high efficiency for hydrogen 

production. However, adopting AEMWE technology on a larger scale raises two key 

technical questions: the maturity of the technology and its long-term durability and stability.  

 

Methodology 

  

The Membrane Electrode Assembly (MEA) utilized in this study were prepared using 

commercial NiFeCo catalyst hand-painted on nickel fiber paper and Ni2Fe2O4 on stainless 

steel fiber paper as the cathode and anode, respectively (Dioxide materials, USA). An 

Aemion
+
 membrane from Ionomr Innovations was pressed between the catalysts layers in a 

zero-gap cell hardware (Dioxide Materials, USA), with an active surface area of 5 cm
2
 at 2 

Nm torque [1][2]. 

 

The test setup, as illustrated in Figure 1, consisted of separate tanks for the catholyte and 

anolyte to be fed into the cell, a four-channel peristaltic pump, two heating (heat exchange) 

bottles for the electrolytes, temperature probes, and the electrolyzer cell equipped with two 

heating jackets. 

 

The system temperature was maintained at 55°C utilizing two heating (heat exchange) bottles 

for the electrolytes, temperature probes as a temperature controllers, and heating jackets for 

the cell. A 1M KOH electrolyte was cycled through a peristaltic pump at 1 ml/min during the 

measurement. To maintain a constant pH, DI water was added to the catholyte tank. Before 

running the test, electrolyte at the required temperature was pumped through the cell for 1 

hour. 
 

                                                           
*
 Corresponding author: email address sepanta.dokhani@ri.se (S. Dokhai). 
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The test protocol, which is shown in Figure 2, has two modes of operation: 

 The cell will be held at galvanostatic mode at 1 A/cm² for 100 h and then 

electrochemical characterizations such as EIS measurement and polarization curve 

will be performed.  

 Then a dynamic mode (i.e. accelerated stress test, AST) consisting of maintaining 0.2 

A/cm² for 18 s and then 1A/cm² for 18 s and these two steps are repeated 10 000  

times which adds up to 100 h of dynamic ageing, and after that electrochemical 

characterizations will be performed  again. [3] 

 

 

 

Results and discussion 

It must be mentioned that we are in the early stage of our work for comparing benchmark 

testing result with the newly developed MEAs from other groups of the PUSH Research 

Center in Sweden. Below, you can find the benchmark results which is going to be compared 

with new MEAs. 

Figure 1: AEMWE lab build up testing bench. 
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The test results will be discussed in three parts. It’s important to note that due to experimental 

issues, the cell was subjected to operation at 0.1 A/cm² and room temperature (15-20°C) after 

700 hours for 24 hours. These conditions yielded interesting results in terms of stability, 

impedance, and polarization curve performance.  

 Regarding galvanostatic stability and AST. As can be seen in Figure 3, the 

electrolyzer has shown acceptable stability during the 2500 h test. As was mentioned, 

after 700 h,  the cell were held at low current and temperature which surprisingly 

improved the performance of the cell in terms of cell voltage. However, this 

improvement might be an artefact (due to, for example, hydrogen crossover) and 

should be further investigated when ending the experiment. After 700 h the 

performance was not significantly changed even up to 2500 h 

 

 When it comes to impedance, a relatively stable high frequency resistance (HFR) was 

observed. However, variations in low frequency semi-circle diameter were observed 

throughout the testing. This phenomenon is presented in Figure 4.  

Figure 3: Galvanostatic stability and AST testing at 1000 and 200 mA/cm
2
. 

Figure 2: Designed test protocol for each cycle. 

After 24hours at 0.1 A/cm
2 

and 

room temperature (15-20 
o
C) 

AST 

example 

1 A/cm
2 

0.2 A/cm
2 
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 After subjecting the cell to 0.1 A/cm² and room temperature (15-20°C), we observed 

an improvement in the polarization curves (see Fig. 5). However, it is worth noted 

that low currents were observed at voltage levels below the standard potential of 

electrolysis, and we were unable to explain this phenomenon. 

 

 

Conclusions  

The MEA exhibits robust stability, demonstrating continuous performance over 2500 hours. 

Notably, subjecting the cell to low current density and reduced temperature at the 700-hour 

mark seemingly enhances the cell's efficiency. Further investigation into the cause behind the 

voltage drop below the standard potential for electrolysis during low current conditions is 

needed. It's worth noting that during the final conference presentation, these findings will be 

contrasted with the results of lifetime tests and AST conducted on MEAs developed by other 

partners within the PUSH Research Center in Sweden. 

 

Figure 4: EIS analysis at different cycles. 

Figure 5: Polarization curve for different cycles. 
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Introduction 

While global warming becomes more and more tangible, joint efforts to decarbonize all human 

activities are intensifying. Among the sector that would benefit from carbon mitigation, the 

chemical industry holds a significant position. Beyond the fact it was responsible for 4.2% of 

the global CO2 emissions in 2019, 1.2% are attributable to the production of ammonia alone, 

making it one of the largest CO2 emitters of the chemical industry [1, 2]. The main reason 

behind this considerable contribution is the fossil-based Steam Methane Reforming process 

(SMR) used to produce hydrogen, which is then fed to the Haber-Bosch (HB) process for NH3 

synthesis. Furthermore, it is worth noting that half of the world’s food production currently 

relies on fertilizers produced with synthetic ammonia through this method, making it a critical 

challenge to tackle [3]. Several alternative technologies have already been proposed and are 

currently being studied [4]. Among them is the electrification of the H2 production, replacing 

SMR with electrolysis, which will have several implications on the process and will inevitably 

lead to new challenges [5]. However, such a solution revolves only around the replacement of 

the SMR. Transitioning to a lower operating conditions process such as alkaline water 

electrolysis (60-90°C & 1-30 bar) can lead to the entire process being rethought, including the 

well-established Haber-Bosch technique (350-500°C & 150-300 bar). In this work, a novel 

technique is investigated to fully replace the HB process with a low temperature and pressure 

chemical looping process. 

Introduced in the early 20th century for hydrocarbon fuel conversion, the principle of chemical 

looping is based on the decoupling of a catalytic reaction in sub-reactions supported on a 

catalyst that passes through an intermediate state and is then regenerated in a loop. Nowadays, 

chemical looping emerges as a promising technology for various applications, including low-

temperature and pressure ammonia synthesis [6, 7]. Among the recent studies on the subject, 

one demonstrated unparalleled NH3 production rates at mild conditions using Ni-BaH2/BaNH 

as a catalyst via reaction (1) and (2) [8].  

 

4BaH2(s) +2N2(g)  = 4BaNH(s) + 2H2(g)     (1) 

2BaNH(s) +4H2(g)  = 2BaH2(s) + 2NH3(g)   (2) 

 

Ammonia started forming at ambient pressure and temperatures as low as 100°C, with the 

synthesis rate reaching 3125 µmol g-1 h-1 at 300°C. Within the context of electrifying ammonia 

production, such low conditions would better match with alkaline water electrolysis. 

 
 Corresponding author: antoine.dechany@uclouvain.be 
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The present work provides an in-depth analysis of the behavior of Ni-BaH2 during nitridation 

(reaction (1)) under isothermal conditions. Parallel experiments were conducted on both N2 

Temperature-Programmed Reaction (N2-TPR) and time-resolved in situ X-Ray Diffraction 

(XRD) to observe reaction (1) at 5 distinct temperatures ranging from 180°C to 300°C. 
  

Methodology  

Material synthesis 

Ni-BaH2 was prepared with a loading of 50% Ni nanopowder (Merck, <100 nm, 99%) and 50% 

BaH2 (Strem) grinded by hand with an agate mortar and pestle inside an Ar-filled Jacomex 

P(BOX) glove box. The sample studied in this work was prepared by grinding 850mg of each 

powder for 1h, in 4 periods of 15minutes. 1mL of acetone was added each time after 15, 30 

and 45min to improve homogeneity and prevent adherence to the edges of the mortar. 

 

Experimental methods 

N2-TPR measurements were carried out on a Micromeritics Autochem II 2920 setup connected 

to a Thermal Conductivity Detector (TCD) and the outlet gas composition was analyzed with 

a Mass Spectrometer (MS) detector. 200mg of Ni-BaH2 was loaded in a quartz reactor and 

heated at 90°C/min in a He flow at atmospheric pressure (30 ml min-1) to the target temperature, 

monitored by a thermocouple directly placed in the sample. After reaching the isothermal 

regime, the gas flow was switched manually to a N2 flow at atmospheric pressure (30 ml min-

1). After 15min, the reactor was cooled down to room temperature. The sample was then 

retrieved from the reactor in an Ar-filled glove box. 

 

Powder diffraction and time-resolved in situ XRD experiments were both conducted on a 

Bruker-AXS D8 Discover apparatus (Cu Kα radiation of 0.154 nm). 50mg of the sample was 

disposed on a silicon wafer, placed on a heating plate and enclosed in a home-built reaction 

chamber. Vacuum was progressively applied until a pressure of 5*10-2 mbar was reached. The 

chamber was then filled with He until atmospheric pressure. In situ XRD collects series of 

measurements at regular time intervals (10 seconds) in restricted angular ranges (2θ = 19° – 

38°) and allows the analysis of samples in reaction conditions. In this case, it was set to follow 

the same temperature and gas protocol as the N2-TPR. The sample was heated to the target 

temperature at 90°C/min under He at atmospheric pressure (1000 ml min-1). As the preset 

temperature provided to the program corresponds to that of the heating plate, a deliberate 

adjustment of +10°C was applied to account for heat losses. Upon reaching the target 

temperature, gas flow was then manually switched to a N2 flow at atmospheric pressure (1000 

ml min-1). The sample was cooled down to room temperature after 15min.  

 

Discussion 

N2-TPR 

The nitridation of Ni-BaH2 as detailed in reaction (1) was tested by N2-TPR on 5 temperatures 

(180°C, 210°C, 240°C, 270°C and 300°C). The resulting signals are displayed on Figure 1. As 

expected from reaction (1), H2 is produced during N2-TPR, as can be seen on Figure 1a & 1b 

(green section). Despite it being expressed in arbitrary units, the signal appears to be increasing 

with temperature, which confirms the increasing yield demonstrated in previous studies [8, 9]. 

However, the signal is decreasing again at 300°C. 
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Hydrogen seems to be released even before N2 is fed to the reactor, during the heating-up under 

He flow, indicating that a dehydrogenation reaction is taking place. This phenomenon was 

studied by Guan et al. in 2022 [9]. They first noticed a dehydrogenation happening under an 

Ar flow starting from 300°C, and then demonstrated that a pretreatment under argon at that 

same temperature would be beneficial for the later N2 fixation, thanks to H vacancies being 

formed. Here however, the H2 signal starts as low as 50°C as shown on Figure 2a, with an 

apparent maximum reached around 150°C. During the 2 highest isothermal experiments 

(270°C and 300°C), a second dehydrogenation mechanism seems to take place, starting from 

210-230°C. On Figure 2b, one can notice that a second maximum is achieved around 275°C 

for both these isothermals. It is also noticeable as a second peak showing on Figure 2b. This 2-

step dehydrogenation can be regarded as an indicator that 2 different hydrogen sites are at stake. 

The first (and weakest) dehydrogenation signal may be coming from a second hydride formed 

in lower quantity as a byproduct during the catalyst synthesis, such as Ni2H. The second (and 

highest) dehydrogenation signal most certainly originates from BaH2, the principal hydride of 

the sample.  

 

Figure 1c shows that NH3 is also produced during N2-TPR, which indicates that the second 

step of the chemical looping process, as detailed in reaction (2), is already taking place during 

the first nitridation step. This can also explain the decreased H2 signal highlighted earlier at 

300°C, as H2 would be consumed to produce NH3. 

Figure 1: N2-TPR profiles of Ni-BaH2. a & b H2 signal through time 

for 180°C, 210°C, 240°C, 270°C (a) and 300°C (b) isothermals. c. 

NH3 signal through time for the 5 isothermal experiments. (a.u.) = 

arbitrary units. 

394



      

 4 

 

 

In-Situ XRD 

Parallel to the N2-TPR, the same conditions were reproduced inside an in-situ XRD setup. 

Figure 3 displays the full diffraction pattern obtained after each isothermal N2-TPR, as well as 

the as-prepared sample. Some barium oxide (BaO1.3) and nickel oxide (NiO) seem to have 

formed in the sample, as a result of the short exposure to the air when transferring the sample 

to the reaction chamber. It can be noted that the diffractograms do not vary after the first 3 

isothermal experiments. However, changes appear clearly on the 280°C and 300°C isothermals.  

 

 

 

This is where in-situ XRD brings more detail to the measurements, as the sample was 

periodically scanned for the whole duration of the heating up and N2 exposure. Figure 4 shows 

3 diffraction patterns extracted from those measurements. The patterns are shown on a 

restricted angular range from 19° to 38° where the most prominent peaks for both BaH2 and 

BaNH are located. On Figure 4.a, the initial state of the as-prepared sample can be seen. Figure 

Figure 2: H2 signal through temperature during heating-up for 180°C, 210°C, 

240°C, 270°C (a) and 300°C (b) isothermals. (a.u.) = arbitrary units. 

Figure 3: XRD patterns of the as-prepared sample and the sample after 

each isothermal experiments. (a.u.) = arbitrary units. 
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4.b and 4.c show the post-transition states at the corresponding temperatures where the 

transitions took place: 153°C and 275°C. Both these temperatures are very close to the ones 

observed earlier in the dehydrogenation steps during N2-TPR, and both 

 

happened during the heating-up under He. The 2-step dehydrogenation could then explain both 

transitions observed in the diffraction pattern. Furthermore, the idea that a secondary hydride 

Ni2H is implied in one of the dehydrogenation mechanisms is supported by the presence of its 

peaks in the diffraction pattern on Figure 3. Finally, the last scan taken directly after the second 

transition (Figure 4.c) does not show a peak at 26.3° anymore. That specific diffraction peak is 

notably the strongest of BaH2 and is associated to the (120) plane. This may be regarded as a 

shift in the diffraction plane following the appearance of H vacancies, especially given that 

they appear preferably on the (120) surface [9]. 

 

It is important to highlight that no variations took place during the nitridation step when the N2 

was flowed, showing no traces of BaNH whatsoever. The typical peaks around 2θ = 30-31° 

should have no link with BaNH as they were present before N2 was flowed. Moreover, two 

BaO1.3 peaks are also located in the same range and could very well be confused with BaNH. 

 

Further work 

In this work, the nitridation of Ni-BaH2 could only be proven from the release of H2 and NH3 

as observed during N2-TPR. However, no direct traces of BaNH have yet been highlighted. In 

subsequent research, more tests could be conducted using the same setups but with adapted 

parameters. For instance, it was shown that the nitridation increased with longer exposure to 

N2 (40% of nitridation after 30 minutes of exposure to N2 at 265°C) [8]. Another possibility 

Figure 4: in-situ XRD patterns extracted at ambient temperature (a), 150°C 

(b) and 275°C (c) for each isothermal experiments. (a.u.) = arbitrary units. 
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currently envisioned is the use of environmental Transmission Electron Microscopy (TEM) to 

observe the catalyst behavior in-situ on a submicron-scale under reaction conditions. 

 

Conclusions  

• Nitridation of Ni-BaH2 was studied isothermally at five distinct temperatures (180°C, 

210°C, 240°C, 270°C and 300°C). 

• Hydrogen production during N2-TPR confirmed the nitridation process. Increased H2 with 

increased temperature also confirmed literature results on the reaction yield. 

• A two-step dehydrogenation was observed under helium flow during heating at 150°C and 

275°C respectively. 

• Ammonia production indicated the progression of the chemical looping process as the 

emitted hydrogen provides the reactant for the second reaction. 

• Analysis of powder diffraction patterns revealed the formation of barium oxide (BaO1.3) 

and nickel oxide (NiO) in the as-prepared sample, probably after a short exposure to air 

when transferring it to the in-situ XRD reactor chamber. 

• The two-step dehydrogenation observed during N2-TPR experiments aligns with the 

changes in the diffraction pattern taking place at similar temperatures (153°C and 275°C). 

• The presence of Ni2H may indicate it is the second source of hydrogen acting in the 

dehydrogenation with BaH2. 
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Introduction 

According to the International Energy Association, the electricity consumption per capita at 

the global level increased by 58% in the last 30 years. On the other hand, thanks to the 

increase in use of renewable energies, the CO2 emission production per capita raised much 

less at the global level (i.e., 14%). These values are very different considering different areas, 

as demonstrated by the difference between the energy consumption and the CO2 emission in 

Europe (5.60 MWh/capita and 5.72 tCO2/capita), Africa (0.57 MWh/capita and 0.98 

tCO2/capita) and Asia (6.04 MWh/capita and 8.58 tCO2/capita). The difference in the CO2 

emission in different areas is following the diverse increment in renewable energy production 

[1]. 

 

 
Figure 1: Carbon intensity of electricity 2022 (on the left) and World electricity production by source (on the 

right) [2], [3] 

 

Renewable energies are highly considered as the alternative to fossil fuels, but their 

fluctuations in time and geography request the use of energy storage systems. The 

development of good, clean, and efficient technologies for energy storage is the key point for 

using only renewable energies. Thus, it is important to plan integrated systems at a large scale 

to store the excess energy to meet the future demand and utilization.  

 

One alternative for electricity storage is using green hydrogen as a secondary energy vector 

producing it by electrolysis from water end excess electricity. 

This option shows several advantages, such as hydrogen being unlimited, being stored for a 

long time and having higher energy-to-weight ratio compared to other fuels. On the other 

hand, for the energy- to-volume ratio, the situation is inverted. This is a drawback for 

hydrogen storage, and it can be fixed increasing energy density to limit system volume [4]. 

There are several possible hydrogen chains for energy communities based on the renewable 

source used or the different hydrogen storage method.  
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It should be noted that, in counting the benefits deriving from the use of hydrogen as an 

energy vector in the storage of excess electricity, the entire chain must be considered: the 

excess of renewable electricity used to produce hydrogen, hydrogen storage, generation of 

electricity from hydrogen, transport of electricity and final use [5].  

A possible hydrogen chain is shown in Figure 2 and it could use excess solar or wind energy 

to produce hydrogen via electrolysis of water. Then the hydrogen produced is stored with the 

various methodologies existing today: compressed gas or liquid, solid state, underground 

storage. Finally, electricity is recovered from hydrogen using waste thermal energy and fuel 

cells. The electricity is fed into the grid, and it can be used in stationary or mobile 

applications [6].  

 

 
Figure 2: Possible hydrogen chain. Flow of hydrogen, heat, and electricity during hydrogen production (a) and 

use (b) 

 

Among the several possible hydrogen storage methods, hydrogen carriers are a promising 

solution, since it is more affordable and allows large volumetric densities compared to 

compressed or liquid hydrogen. Moreover, handling hydrogen as hydride results safer than 

liquid and compressed gas. 

A huge number of metal hydrides has been investigated and particularly interesting for 

hydrogen storage are hydrides based on intermetallic compounds A2B, AB, AB2, and AB5. A 

is an element that forms stable hydrides, while B is an element that forms unstable hydrides, 

so that the resulting hydride has intermediate properties between A and B hydrides.  

The most known AB compound for hydrogen storage application is TiFe and its 

modifications, obtained by substituting Ti or Fe with other metals [1]. 

This alloy stores hydrogen at low pressure and temperature and has a good cycle stability at 

low pressure. Furthermore, it is cheap and nontoxic, and the raw materials are abundant. The 

main obstacle in using TiFe is its hard activation, resulting in real applications being difficult 

and costly [4]. Therefore, either titanium (Ti) or iron (Fe) is replaced with other materials. 

The substitution of Fe or Ti aims to facilitate the activation process and influence the storage 

capacity of the alloy. Therefore, the project is directed towards the synthesis of alloys with 

varying amounts of substitutive elements, their characterization, and the investigation of their 

hydrogen absorption properties. 

 

 

Methodology  

399



      
 

 

 

3 

The main objective of this project is to study the effects of substitutions in TiFe alloys in 

order to gather sufficient data to expand the machine learning technology database developed 

within the Ex MACHINA Project. Therefore, it is important to perform synthesis, chemical 

and structural characterization of the alloy (for example, through SEM and EDX analyses) 

and an investigation of the alloy's absorption properties (e.g., using a Sievert volumetric 

apparatus). The absorption results obtained can then be utilized to assess the temperatures and 

pressures for the alloy's hydrogen storage usage and potential real-world applications. 
 

Discussion  

Various Al substitutions were tested to check the properties of the produced alloys with 

respect to pure TiFe. The effect of aluminum substitution on the absorption kinetics and PCT 

curves was evident, with particularly steep plateaus indicating a higher quantity of secondary 

phases and alloy non-homogeneity. Moreover, the pressure required for hydrogen absorption 

was found to be higher. This effect has been attributed to the presence of aluminum in the 

alloy structure, leading to a variation in thermodynamic and kinetic properties of the system. 

However, it is important to note that the amount of aluminum and the production method may 

influence the severity of these effects. 

Furthermore, it emerged that alloy synthesis through arc melting produced non-homogeneous 

samples, with composition variations in the matrix, which could have contributed to the 

appearance of unforeseen phases in ternary diagrams and the complexity of hydrogen 

activation, along with particularly steep plateaus. 

 

The analysis of TiFe alloys with the addition of different elements such as chromium (Cr), 

cobalt (Co), and copper (Cu) revealed interesting findings about their structure and behavior.  

Regarding the TiFe-Cr alloy, the presence of the Ti(Fe,Cr)2 phase and the oxide phase 

Ti4Fe2O1-x was detected. The TiFe0.80Cr0.20 phase also exhibited lattice expansion compared 

to stoichiometric TiFe. 

In the case of the TiFe-Co alloy, two primary phases were identified: TiFe0.80Co0.20 and 

Ti4Fe2O1-x. Cobalt partially replaces iron in this phase, causing lattice expansion compared to 

stoichiometric TiFe. 

Lastly, for the TiFe-Cu alloy, primarily the Ti4Fe2O1-x phase was identified, with a small 

amount of the β-Ti80(Fe,Cu)20 phase, the latter only visible with XPD. In this case as well, 

lattice expansion compared to stoichiometric TiFe was observed. 

 

In all three cases, the analysis demonstrated the presence of oxides in the alloy, suggesting 

that oxidation is an important process in these alloys. The obtained information is crucial for 

understanding the properties and potential applications of these alloys in various industrial 

contexts. 

 

Conclusions  

In conclusion, TiFe remains an intriguing alloy for hydrogen storage due to its low cost and 

significant capacity. However, it is worth noting that the binary compound has certain 

drawbacks that can be overcome through appropriate substitutions, significantly enhancing 

activation and kinetics. Nonetheless, thermodynamic and hydrogenation properties are also 

affected, often resulting in a decrease in capacity. 
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The analysis conducted on TiFe alloys with varying contents of aluminum, cobalt, copper, 

and chromium has revealed important findings regarding their chemical and structural 

characteristics, as well as their absorption properties. In general, lattice expansion compared 

to stoichiometric TiFe was observed for all these substituents. The secondary phases formed 

vary depending on the substituting element used, but in general, the formation of an oxide 

phase was observed for all elements studied, emphasizing the high importance of the 

oxidation process in these alloys. 

 

The absorption properties are strongly influenced by the substituting element used, which can 

impact the activation process, plateau slope, the number of visible plateaus, storage capacity, 

and storage pressures, in addition to storage temperatures. The absorption kinetics are also 

often influenced by substitutions in the TiFe alloy. 

 

Therefore, substitutions in TiFe alloys are of fundamental importance for tailoring the 

hydrogen absorption properties of the resulting alloy to one's preferences and can represent a 

viable solution for hydrogen storage. The information obtained is thus necessary for 

understanding the properties and potential applications of these alloys in various application 

contexts. 
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Introduction

The effect of water management on oxygen transport plays a critical role in the design of
high-performance polymer electrolyte fuel cells (PEFCs) for the automotive industry,
especially at low cathode platinum loading [1],[2]. In this regard, optimizing the
hierarchical pore structure of the membrane electrode assembly (MEA) is crucial to
alleviate cathode flooding while ensuring good membrane hydration [3]. However, this is
a complicated task due to the small dimensions involved in the problem. Mathematical
modeling has turned out to be a key tool to understand transport in the thin layered
assembly used in PEFCs, including the catalyst layer (CL), microporous layer (MPL) and
gas diffusion layer (GDL).

Methodology

In this work, a 1-dimensional mathematical model through the membrane electrode
assembly (MEA) is developed. This model considers proton and electron, oxygen and
hydrogen, thermal and water transport equations (either as vapor, liquid or dissolved in
Nafion) and includes a detailed description of the MEA microstructure through pore size
distributions of the CL, MPL and GDL, which is used to compute effectively properties
such as local saturation or local permeability among others based on a bundle of capillary
tubes approach. The model has also been prepared to compute thermal properties in a
microscopic-detailed approach in the CL as this is the most relevant layer for fuel cell
enhanced performance.

Discussion

The developed model polarization curves predictions are validated against previous
experimental data from other authors [4] for various operating conditions and pore
structures (Figure 1). The results offer precise information on the coupling between heat
and water transport in both liquid and gas phases, and the impact of operating conditions
and transport properties on the saturation distribution through the MEA layers. Then, the
model is used to perform a parametric analysis focused on the obtention of optimal pore
size distribution (PSD), which has influence on effective transport properties through pore
size, porosity, tortuosity, hydrophilicity and hydrophobicity of the medium, etc. to produce
improved MEA microstructures.

1* Corresponding author: artsanch@pa.uc3m.es
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Figure 1: Validation of the MEA microscopic-detailed 1D model under different operating conditions and
structure configurations: Temperatures of 80ºC in the upper subfigures vs 40ºC in the lower ones. Toray 060
without microporous layer (MPL) in the left ones vs Toray 060 with microporous layer in the right ones.
Power density curves are also provided in red.

Conclusions

Due to the microscopic scale of polymer electrolyte fuel cell structures, a deep
understanding in the physics involved is difficult without the use of tools such as
mathematical models. In this work, the understanding of thermal and water transport
dependencies on membrane electrode assembly (MEA) microstructure is studied through a
1D mathematical model. This model has been developed taking into account not only
species, heat and water transport equations, but pore size distribution of the layers
involved (catalyst layer, CL, microporous layer, MPL, and gas diffusion layer, GDL) and
calculating effectively local properties such as saturation through a bundle of capillary
tubes approach. The model has been validated in different operating conditions and
structures and then has been used to perform a parametric study to determine optimum
MEA microstructure parameters.
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Introduction

In Proton Exchange Membrane (PEM) fuel cells the simultaneous access of material and the eletrical
contact to the electrodes is ensured typically by a GDL made of carbon fibers. The GDL is located at
both sides between the flowfield and the Membrane Electrode Assembly (MEA) [1].

The GDL has to be porous to ensure mass transport as well as electrically conductive. It has to be
rigid enough to avoid intrusion into the channels of the flowfield. The design and type of the GDL also
sets a boundary for the mechanical stability of the membrane. While thin membranes are favorable in
terms of the ionic resistance, the mechanical stability has to be respected in the fuel cell design. The GDL
has to ensure the integrity of the membrane in the assembled cell. This gets more and more important,
as the thickness of the membrane is decreased to enhance the performance of the cell.

To ensure a good electrical contact the system of layers is pressed together during the assembly
process. As the GDL is the most compressible component inside the cell the majority of the deformation
is governed by the mechanical properties of the GDL. While the macroscopic mechanical properties have
been studied extensively in recent years, the influence of the microstructure on the deformation is still
poorly understood. Deviations of the structure in the course of the production process might lead to
extensive stress on the membrane or on poor mechanical and thus electrical contact in some regions.
Even a homogeneous fabricated GDL will have a high local stress distribution due to the porosity and
the randomly distributed fibers.

To ensure a good electrical contact and mechanical stability of the fuel cell components throughout the
lifetime of the fuel cell, it is of essential importance for the GDL to maintain its elastic properties during
the assembly and the operation of the cell. Large inelastic deformations of the GDL under compression
have been reported in the literature e.g. by Carral et al.[2] and Hoppe et al. [5]. Even though a damaged
GDL can have a significant effect on the performance of the cell [4], the causes for this and the mechanics
of the damage to the GDL are still poorly understood. In the following a model is proposed to understand
the inelastic deformations such as fiber breaking and binder damage and the effect on the mechanics of
a GDL.

While several types of carbon fiber GDLs are available and used in PEM fuel cells, a paper type
design is discussed in the following. A paper type GDL is made of straight horizontal carbon fibers
with a random distribution in plane. During the production process carbonized straight PAN fibers are
assembled in a plane in a papermaking technique and bound together with a binder.

Several models have been proposed to describe the elastic properties of the porous fiber structure of
GDLs e.g. [7], [2]. These models give an analytical expression of the macroscopic elastic properties and
deformations. However the individual fiber in the random structure is not considered or only given as a
mean value. Other works such, e.g. from xiao et al. [11], aim to reconstruct the real microstructure of
the fibers and binders. However this leads to high computational cost and limits the application of the
model, when looking at e. g. the interaction with the membrane.

Microscopic fiber distribution models have been proposed for modeling physical quantities [9] and
have been used to model porosities and flow through a membrane [3]. In the following a mechanical
model is described which is able to predict the deformation of the random fiber structure for each fiber
individually, while still having a low computational cost. The model includes inelastic contributions such
as fiber breaking and binder damage.

*Corresponding author: f.benz@fz-juelich.de
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Experimental Measurements

In order to obtain parameters and values for the simulation experimental compression tests were
performed. The tests were performed with an ElektroForce DMA 3200. Single 1 cm diameter samples of
a carbon fiber GDL were compressed and the force was measured up to a value of P = 1.9 MPa. This
was repeated three times for each sample. A fourth cycle was performed up to P = 3.8 MPa. Figure 1b
shows the mean displacement and the deviation from the mean. A total of 16 samples were measured.

CT measurements were taken for a GDL sample. An in plane slice is shown in figure 1a. The carbon
fibers can be seen as straight lines with binder agglomerations inbetween. From the CT scan the density
of fibers and binder is extracted. The mean extend of the binder field in between the fibers is estimated.

(a)

(b)

Figure 1: (a) Slice from CT measurements of the paper structure. The binder accumulates at fiber
crossings and at locations with high fiber density. (b) Experimental stress strain curve for a carbon
paper GDL. Multiple stress cycles were performed.

Methodology

As described in [12] the fibers in a real carbon paper GDL have a broad azimutal angle distribution
as well as a sharp polar angle distribution.

In the following model the random fiber structure is made of straight fibers in the x-y plane. A
random fiber in the z-Plane is given by the angle in the plane ranging between 0o and 180o and the
distance of the fiber to the origin ranging between 0 and the radius of the domain. These two values are
evenly distributed. The fibers are evenly spaced in the z direction. Intersection of the fibers is possible
if the fibers are close. Two fibers are considered touching if the crossing point lies within the domain,
and the z distance is smaller than the fiber diameter d. The number of fibers in the structure is given
by the fiber radius RF and the fiber volume ratio VF . This approach is similar to the one proposed
by Thiedmann et al. [9] with the difference that fibers are not condensed in z planes, but are evenly
distributed in z-direction.

Following the approach of Norouzifard et al. [7] the beam bending theory is used to model the
deflection of the fibers. For high compressions the deflection of the beam is high enough for higher order
terms to have a significant contribution. In case of second order the beam equation is given by:

d2

dx2

(
EfiberI

d2ω

dx2

)
− 3

2
EfiberA

(
d2ω

dx2

)(
dω

dx

)2

= q(x) , (1)

where x is the position along the beam, ω(x) is the deflection in z-direction, q is the force per length,
EFiber is the elastic modulus of the beam, I is the second moment of area of the beam, and A is the
beams cross section area.

At the crossing point xc of two intersecting fibers i and j, the deflection of the two fibers is fixed:

ωi(xc) = ωj(xc) (2)
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As the major force inside a cell is perpendicuar to the GDL plane, the forces and the displacements
in x-y direction are neglected.

On the side boundary a Neumann type boundary is used for the deflection, the top and bottom
boundary are given by a Dirichlet type boundary for a fixed number of fibers on the top and bottom of
the structure NB :

∂ω

∂x
= 0 ; ω = Di (3)

Where Di is corresponds to the fixed compression of step i.
The paper type GDLs usually have additional binder present. Due to the geometry of the structure

and the high sensitivity of the system to variations in the crossing density, the binder has an significant
influence on the mechanical properties of the GDL. Different Binder materials have been used in GDLs.
In the materials investigated a carbon based binder is used. During the production of the GDL the binder
material is added to the carbonised fibers. The binder accumulates at fiber crossings, depending on the
adhesion energy between the binder base material and the fibers.

In the following a model is discussed to include the binder in a beam model of paper GDLs.
The binder field acts on the vicinity of the fiber crossings. A fiber section i of length li is coupled via

the binder to any fiber which is less than a maximum cutoff distance lmax away from the section i. The
coupling takes place only between the section i of the first fiber and the section j of the second fiber,
where j is determined by the condition that the position of segment j, i and the fiber crossing point
form an isosceles triangle in the x-y plane. This takes the fibrous structure of the binder field, as seen in
tomography images into account. Shear in the fiber field between neighbouring fiber strands is neglected.

If the displacements di and dj are different, the fiber exerts a force F i on the segments.

F i = Ebinder
libi,j
ri,j

∆ri,j , (4)

with the distance ri,j between the segments in the undeformed configuration, bi,j the width of the binder
between the segments and ∆ri,j the distance variation in the deformed configuration.

Only the force and displacements in z direction are considered. The force in z direction is given by

F i
z = F icos(θ) (5)

with θ the angle between the segment connection and the z-axis.
The difference in the z-displacement di − dj and ∆ri,j can be calculated with the z-position of the

fibers zi:

∆ri,j ≈
zi − zj
ri,j

(di − dj) (6)

The case of zi − zj < di − dj , can be neglected if only the force in z-direction is considered.
The force in z direction is thus:

F i
z = Ebinderlibi,j

zi − zj
(ri,j)2

(di − dj)cos(θ) (7)

It is reported in the literature (e.g. [8]), that the binder field is not homogenous in the GDL. This
is also seen in the CT scans. To account for the inhomogenous distribution a bimodal weighing function
Bi,j(zi,j , l) is used for the thickness distribution depending on the z position of the two fibers and the
fiber distance ri,j :

Bi,j =

[(
zi,j
t/2

)2

−
(
zij
t/2

)4
]

(rmax − ri,j) (8)

with t the thickness of the GDL, rmax the maximum extend of the binder field and zi,j the distance
between the mean position of the two fibers and the mid plane which corresponds to the point of minimal
binder.

The width of the binder is assumed to be homogenous along the connection. The volume of all binder
connections should be equal to the total binder volume Vbinder.

∑
ri,jbi,j li = Vbinder (9)

The mechanical properties of the GDL are affected by inelastic deformations such as fiber breaking
and damage in the binder. As can be seen in Figure 1b the majority of the damage occurs in the first
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compression cycle, thus at the maximum point of stress. For the model a Brittle damage model is assumed
and ductile components are neglected. As the fiber structure is compressed fibers which are not coupled
before get into contact, thus the number of contact points is increasing with higher compression.

The stress in the binder field can be obtained from eq. (7). If the stress inside the binder exceeds the
maximum stress, the elastic modulus of the binder at this point is set to 0.

The maximum stress inside a bend fiber occurs at the top and bottom side of the fiber. It is given by
the elastic modulus Efiber, the radius R of the fiber and the second derivative of the displacement:

σmax = EfiberR
∂2w

∂x2
(10)

If this stress exceeds the breaking point of the fiber the fiber will be considered broken at this point.
The equations are modified in such a way, that the points i and i+ 1 are considered boundary points at
a free end or a point force F . A point force boundary is given by:

∂3w

∂x3
=

F

EfiberI

∂2w

∂x2
= 0 (11)

Each fiber is discretised into equidistant segments along the fiber direction.
The linearisation of the differential equations is done by calculating the difference quotient of the

derivative at each point. The first order equation for a free bending segment at a point i can be discretised
by:

EfiberI

(
ωi−2 − 4ωi−1 + 6ωi − 4ωi+1 + ωi+2

∆x4

)
= qi (12)

This is the lowest order approximation with equidistant points possible for m = 4. Since this includes
terms i− 2 and i+ 2 the boundary consists of two points on each side of a beam.

To get a well defined breaking point, the second derivative is evaluated inbetween two discrete points
i and i+ 1 at x = xi + 0.5∆x for calculating the maximum stress in a fiber.

In discretised form the maximal stress between point i and i+ 1 can be calculated by:

σmax ≈ EfiberR
4

17
(wi−1 − wi − wi+1 + wi+2)/(∆x2) (13)

The resulting matrix equation is solved using the linalg package of scipy [10].
The elastic modulus of carbon fibers and of the carbon binder material depends on the production

process. In this study it is assumed that Efiber = Ebinder = 230 GPa [6]. It was not possible however to
confirm this value experimentally.

The fiber diameter for GDLs has been reported in several studies to be about Dfiber = 7µm (e.g. [7]).
Due to the the complex binder structure, the binder cutoff distance is not a real physical value, but

a model parameter. It was assumed to be rmax = 20µm
The maximum strain in a carbon fiber depends heavily on the production process and the precursor

material [6]. Most GDLs are based on PAN fibers, in the scope of this study the maximum strain in the
fibers and binders is assumed to be εmax = 0.015.

The porosity of the fiber structure can be determined using CT images. The fiber volume ratio is
assumed to be VF = 0.1, the binder volume ratio is assumed to be Vbinder = 0.02.

A cylindrical domain with diameter dd = 600µm and a height of hd = 110µm is used for the
simulation.

Discussion

Figure 2a shows the simulation result. The stress strain is simulated up to a compression of 0.27.
After a compression of 0.09, 0.14 and 0.27 additional compression cycles were performed.

The stress strain curve of sample under first compression is subject to fluctuations. This stochastic
nature of the material leads to various step functions in the elasticity as the material breaks. The area
considered is small enough so the effects of individual major breaking points are not averaged out and
can be seen in the resulting elasticity. No fluctuations can be seen in the stress strain curves the cycles
at the points were the compression is below the maximal prevously applied compression. In this regions
no damage is added.
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(a)
(b)

Figure 2: (a) Results of the simulation. Three compression cycles with different maximum compressions
are calculated. (b) Percentage of binder field broken and the density of fiber breaking points for different
compressions.

The inelastic deformations during the compression lead to a lower mechanical resistance in the second
cycle up to the point of maximum previously applied pressure. At the point of highest deformation of
the first cycle the curves merge. After deformation the curve shows a steep stress strain behaviour.

The simulation shows a linear behaviour in the stress strain curve if only the first order terms are
used in the beam equation. If higher orders are included there is a slight convex trend in the stress strain
curve.

The additional cylces with damaged GDL material show similar inelastic behaviour as the experiment.
However the inelastic deformation is not as pronounced in the simulation.

The increasing density of fiber crossings leads to an increase in the elastic modulus. This is counter-
acted by fiber breaking and damage to the binder structure. For small deformations the damage of the
structure is governed by damage to the binder field. Figure 2b shows the percentage of the broken binder
and the density of fiber break points for different compressions in the simulation. Parts of the binder
field exceed the maximum stress and inelastic deformations occurs at small compressions ε < 0.01. The
binder tends to break at locations were the two connected fibers are far apart. Binder connecting fibers
horizontally is more apt to break than vertical binder connections. The fiber breaking occurs at higher
displacements of ε > 0.16.

Conclusions

It was shown that it is necessary to include effects of the binder as well as damage when modeling the
mechanics of carbon paper GDLs. An approach to include these effects into a simple 1D discretisation
finite element framework was proposed. Randomly distributed fibers are modeled as bending beams with
displacement coupling at fiber intersections. A spring model was added to include binder effects. Both
fibers and binder were allowed to break if the respective yield strain was reached.

The simple model allows the simulation of complex fiber/binder structures at low computational cost.
It was possible to simulate length scales above 0.5 mm on a single core within a time scale of several days.

Due to the stochastic nature of the material the resulting is not a straight line, but is fluctuating
under the presence of damage. The compression under which the first fibers start to break was calculated
for a random set of fibers. A comparison of the binder and the fiber damage shows, that the damage
of the binder starts almost at zero deformations and dominates in the small deformation regime. Above
ε > 0.16 there is a significant contribution of the fiber damage to the total damage of the structure.
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Introduction 

Because of its importance as an energy vector, hydrogen has become the focus of many 

scientific and environmental studies. It also plays a role in determining the structural properties 

of metals and interacts with functional defects in semiconductors. Understanding the 

mechanisms involving hydrogen, from its location to its quantification, remains important. This 

is why Atom Probe Tomography (APT) is required for this study, because it is an analysis 

technic that can detect single atoms and locate them within a nanometric volume. However, 

there are many problems with hydrogen, because it is generally present in the analysis chamber 

in its gaseous form (H2). This gas polarises near the field emitter, can dissociate at the surface 

of the emitter and be ionised by the field applied to the surface or by the laser pulses that trigger 

the evaporation of ions from the matrix. Hydrogen also takes part in surface reactions, leading 

to the formation of new species such as hydrides (Figure 1). This can degrade the chemical 

sensitivity of the analysis.  

 
 

Figure 1 : Possible behavior of hydrogen at the surface of a material subjected to an electric field 

 

This parasitic hydrogen also distorts the quantity of hydrogen detected when a material contains 

it. It is therefore important to be able to discriminate between chamber hydrogen and material 

hydrogen for clearer quantification.  

To achieve this, several parameters could be used to study and understand the behaviour of 

hydrogen at the surface of the material (surface field, evaporation flux, temperature, laser 

energy, etc.) [1], [2], [3]. 

 

The objectives of our study are therefore to develop complementary approaches targeting the 

quantification of hydrogen, its localisation, and also the temporal study of phenomena 
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involving chemical reactions, to apply these technics to the study of hydrogen-containing 

systems of interest, and finally to extend the field of use of these techniques to materials for 

storing hydrogen in solid form and to the study of surface chemical interactions under high-

field conditions. 

 

Methodology  

The instrument used is a laser-assisted tomographic atom probe, ideal for analysing 

semiconductor and metallic materials. The classic analysis carried out on this machine consists 

of applying a DC voltage to a fine tip and, with the contribution of laser pulses (thermal input), 

ionising and then tearing off the atoms from the surface of the material and projecting them 

towards a position- and time-sensitive detector (Figure 2). This type of analysis is carried out 

at a constant detection rate. Other parameters such as laser energy, temperature and pulse 

frequency remain fixed.  

 
Figure 2: Principle of Atom Probe Tomography (APT): L = length of flight, Tof = time of flight 

 

Our studies are carried out on pure zirconium (Zr) analysed by laser-assisted atom probe 

tomography. This is complex, because the hydrogen detected during the analysis could come 

from the analysis chamber (parasitic hydrogen) or from the material (hydrogen contained in 

the material). For the time being, this system is being analysed in the conventional way to see 

if the field has an influence on the formation of hydride species and the interactions that can 

take place between hydrogen and Zr. 

Other analyses with more specific conditions, such as the introduction of gas into the chamber 

during the analysis, are planned. This procedure will give an idea of the effect of the field on 

the formation of hydrogen ions, the effect of the partial pressure of hydrogen on the material, 

and the interactions between hydrogen in the chamber and the material. To do this, the 

instrument is equipped with a gas bottle (H2), linked to the analysis chamber, which allows 

hydrogen to be introduced, increasing the pressure from around 10-11 mbar to 10-9 mbar. 

Once the behaviour of parasitic hydrogen is understood (evolution with the field, the chemical 

reactions in which it is involved), it will be possible to put in place strategies to discriminate it 

from the hydrogen contained in the material for better quantification and a better understanding 

of its behaviour within materials. 
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Discussion  

Zr is a transition metal with 5 isotopes (Table 1). 

 

Zr isotopes Natural abundances (%) 
90Zr 51.45 
91Zr 11.22 
92Zr 17.15 
94Zr 17.38 
96Zr 2.80 

 

Table 1: Zirconium isotopes and their natural abundances 

 

Analysis of this material gives results showing the formation of hydrogen ions and hydride 

species. The hydrides appear overlapping the Zr isotopes, with which they have the same 

mass/charge ratios (Figure 3).  

 

 
 

Figure 3: Zirconium mass spectrum 

 

This phenomenon is only observed with the Zr2+ species, which distorts the abundance of the 

isotope peaks. In addition, new peaks containing only hydrides appeared. Only the peak of the 

first isotope (90Zr) does not contain hydrides. 

For the Zr3+ species, there was no formation of hydrides overlapping the isotopes and no new 

peaks of hydrides appeared. The isotopic abundances measured throughout the experiment 

were maintained.  

To assess the influence of the field on the species formed, the field strength was estimated from 

the Charge State Ratio of Zr3+/Zr2+ [CSR(Zr)] This field estimate allows us to assign values of 

the order of V/nm to the electric field, based on Kingham's post-ionization theory [4], and to 

see how it varies with the sample surface. An increase in the field strength was observed as a 
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function of depth (Figure 4). This is different from the evolution of the field observed on 

semiconductor materials (the field decreases with depth) [1]. However, the influence of the 

field on the formation of hydrogen ions can be seen here: H+ is formed at high fields and H2
+ 

at low fields (Figure 4). 

 

 

 
 

Figure 4: Sections along the volume of a pure zirconium sample showing the ratio of the charge states of Zr and 

the relative abundances of the H+ and H2
+ species. 

 

As far as the hydrides are concerned, their superposition on the Zr isotopes makes it difficult 

to locate them precisely on the sample and to study the evolution of their formation as a 

function of the surface field. However, if we look at the distribution in detector space of the 3 

peaks (46.5Da, 47.5Da and 48.5Da) containing only hydrides (figure 5), there is a correlation 

between the pole and the distribution of these species. Exploiting this crystallographic lead 

could help us to identify the preferred zones for hydride formation in the material, so that we 

can better study overlapping hydrides. 

 
 

OO2 
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Figure 5: 2D map of hydrogen ion density and relative abundances of peaks containing only hydrides at 46.5Da, 

47.5Da and 48.5Da in detector space. 

 

Conclusions and Outlook  

We investigate the microscopic behavior of hydrogen species H+, H2
+, H3

+ and hydrogen-

containing species formed on the surface of pure Zr samples by hydrogen in the analysis 

chamber in laser-assisted atom probe tomography. The formation of these species occurs at 

field strengths between 30-33 V/nm. This shows that the relative abundances of hydrogen 

species depend on the electric field. But for hydrides overlapped by isotopes, the study of their 

field-dependence remains to be explored. A decomposition of peaks containing Zr and hydrides 

remains to be carried out to estimate the quantity of hydrides formed and their location on the 

sample.  

In perspective, other parameters that could influence hydride formation during evaporation, 

such as temperature applied to the sample, laser energy, partial pressure of hydrogen in the 

analysis chamber, etc., are also of interest. A particular interest would be represented by studies 

on systems that have a high affinity with H, such as Titanium and Magnesium-based materials, 

in order to elucidate the interactions between hydrogen and the constituent atoms of these 

materials, which may also be used for hydrogen storage. 
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Introduction 

 Hydrogen industry is growing as a good choice among those available to deal with the high 

demand for energy. At present, much effort is being spent to use the existing gas pipelines to 

transport blended, or even pure, hydrogen all over Europe, considering topics such as pressure 

and temperature. Nevertheless, it is well known that certain metallic materials in contact with 

hydrogen show irreversible damage, i.e., hydrogen embrittlement (HE) of steels [1]. In order 

to overcome this problem, the study of new materials to be in contact with gaseous Hydrogen 

is becoming widespread.  
 
High Entropy Alloys (HEAs), materials known because of their good mechanical properties 

even at cryogenic temperatures, are being analyzed to be used in contact with hydrogen. The 

renowned Cantor introduced by B. Cantor [2] is recognized as being one of the best known 

HEAs, composed of five metallic elements in atomic percentage varying from 5 to 35% and a 

single-phase solid solution structure. Moreover, this HEA presents an improvement in its 

ductility and strength resistance when in contact with hydrogen [3]. However, despite the 

amount of research found about mechanical properties of this kind of material, there is few 

information about its behavior regarding to hydrogen damage.  

 

In this work, a modification of the CANTOR alloy will be explored with respect to its 

behaviour in contact with Hydrogen. In spite of its Cr content, Mn determinates the oxidation 

behavior of the CANTOR alloy, forming fast growth rate oxides at high temperatures. Some 

authors have completely replaced Mn for Cu in the alloy looking for a more oxide resistant 

material [4]. In this alloy, a two-phase microstructure was observed owing to the precipitation 

of a secondary FCC, Cu richer, in the primary FCC structure [4]. Since copper presents a low 

permeation with respect to hydrogen [5], the present work explores the possibility of a partial 

substitution of the Mn with Cu in the CANTOR alloy keeping a single FCC structure and, thus, 

controlling the oxidation problematic. 

 

Methodology  

The CAPHAD method is used to determinate the composition of the target alloy to be casted 

and analyzed. The balance between the amount of Mn and Cu is explored to get a FCC single-

phase solid solution composition window. However, at present, CALPHAD databases have 

scarce data available for new HEAs compositions and, instead, extrapolations of other well 

stablished databases, i.e., those for steels or Ni, are being used. Experimental characterization 
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of the obtained material is, thus, crucial. the software available for this study has not any 

specific database for that kind of new materials so an extrapolation in obtained results will be 

necessary. After several calculations using the software FactSage and a steel database the 

following chemical composition has been defined, Table I, that presents a single FCC phase 

window between 1000 and 1200 ℃, figure 1. Once quenched from a temperature within this 

window, the FCC phase could be retained at room temperature. 

 
Table 1: Proposed target alloy composition 

 Co Cr Cu Fe Mn Ni 

% at. 20 20 8 20 12 20 

% wt. 20.76 18.32 8.95 19.67 11.61 20.68 

 

 

 
Figure 1. Calculated phase amounts during the equilibrium cooling of the target alloy. FactSage software with 

a Steel database has been used. 

Once the composition of the alloy has been defined, the casting process to manufacture the 

HEA has been done using an induction oven INDUCTOTHERM and under argon gas 

atmosphere, figure 2. To obtain a high purity alloy, raw pure metals (purity > %99.5) have been 

used. For the purpose of reducing Manganese oxide formation during the casting process, Co, 

Cr, Fe, and Ni were first melted and then the liquid temperature was reduced and, Mn and Cu 

were added.  
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Figure 2. Oven used to produce the target CoCrCuFeMnNi alloy under Ar atmosphere. 

After homogenization, alloy was cast in a pre-heated (300℃) stair-shape-mold, manufactured 

in H13 steel. This mold allows to study the evolution of the morphology of the alloy as it 

solidifies with different velocities due to the difference in stair thickness. 

 

The material was then microstructurally characterized using a Field Emission Scanning 

Electron Microscope (SEM), its thermophysical properties were measured with Differential 

Scanning Calorimeter (DSC), and the characterization of hydrogen permeation characteristics 

were obtained making use of a Devanathan-Stachursky electrochemical cell. This cell, is 

principally composed of a testing specimen between two cells, one working as cathod, and the 

other anodic, figure 3. 

 

  
Figure 3. Devanathan-Stachursky electrochemical cell used in this work. 

The hydrogen permeation test has been carried out following the ASTM G148-97 standard 

which helps to evaluate hydrogen uptake, permeation, and transport. As mentioned before, this 

test is driven by a DS cell which works through an electrochemical process where the reaction 

of reduction-oxidation of the material is caused by an electrical sourse or vice versa. Apart 

from the two cells and a testing specimen, this cell has a reference electrode (Ag/AgCl), two 

axiliar electrode and a working electrode (which is the same as the testing specimen). For the 

electrolite, different disolution have been tested.  

 

Discussion  

The microstructural characterization has started using optical microscopy. All as-cast samples 

show a dendritic structure, figure 4. That vary with the velocity of the solidification process. It 

is possible to difference two types of dendrites: primary solidified dendrites, which seem to be 

the ones which nucleates and grows first; and secondary solidified dendrites which are finer 

418



      

 4 

and are formed between the first ones. The sample that belongs to the thickest stair has higher 

SDAS values compared with the sample that belongs to the thinnest stair.  
 

In this material, two principal phases are expected: FCC#1 and FCC#2. FCC#1 should have a 

similar composition to the calculated one, however, FCC#2 is expected to have a copper-richer 

composition. Consecuently, a study of the composition has been done using SEM Energy 

Dispersive X-ray Spctroscopy (EDS) to visualise the distribution of different alloys’ 

compounds, figure 5.  
 

The map results shows a Cu-rich interdendritic structure. Moreover, presence of Mn in 

interdendritic areas is evident but in a lower amount compare to Cu. From the equilibrium 

solidification diagram it is known that FCC#2 phase is Cu-rich phase and, taking into account 

those maps results, FCC#2 phase could be the second solidifiying. Furthermore, a Electron 

Back-Scatterded Difraction (EBSD) study has been done in order to determinate the 

cristalographyc structure of dendrites and interdendrites. As a result, it is obtained that both of 

them have FCC structure.  

 

For the porpuse of achiving a FCC single-phase solid solution alloy, a heat treatmen should be 

necessary to eliminate the FCC#2 phase and maintain FCC#1. Afteerward, the permeation 

characteristics of the alloy will be studied. 

 

 
Figure 4. Optical microscope microstructure of the as-cast alloy. 
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Figure 5. Energy Dispersive X-ray Spectroscopy (EDS) of the as-cast alloy. 

 

Expectec results 

 

According to the National Aeronautics and Space Administration (NASA) database, metals 

with a Face-Centered Cubic (FCC) crystallographic structure and low hydrogen solubility are 

those that present excellent resistance to hydrogen embrittlement [6]. HEAs with a FCC 

crystallographic structure such as CANTOR alloy presents a low hydrogen solubility since 

only can penetrate in a shallow  depth [7]. In the same way, Cu and Cu-based alloys with FCC 

structure have shown good properties regarding the permeation of the hydrogen [8]. Moreover, 

commun stainless steels like AISI 4140 present an inprovement in hydrogen-permeation-rate 

when a Cu couted is applied [5]. Taking into account that, it is expected to achieve an HEA 

without any susceptibility or lower susceptibility to hidrogen embrittlement than nowadays 

materials. Furthermore, it is expectet to avoid the oxidation problems that Mn element causes 

and that could react with hydrogen.  

 

Conclusions  

In this study, microstructural and hydrogen-permeation study of a HEA were carried out. It 

is expected that: 

 

• Two principal phases: FCC#1 and FCC#2. The second one with a copper-richer 

composition. Moreover, for the porpuse of achiving a FCC single-phase solid 

solution alloy, a heat treatmen should be necessary to eliminate the FCC#2 phase 

and maintain FCC#1. 

• As happens with CANTOR alloy, it is expected an improvement in its ductility and 

strength resistance when in contact with hydrogen. Furthermore, copper presence 

could help in decreasing of hydrogen permeation.  

• It is expectet to avoid the oxidation problems that Mn element causes 
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Introduction 

         In the context of non-carbon energy production, hydrogen appears to be a relevant energy 

vector. One of the options for its production is to use biomass, a sustainable, carbon-neutral 

and abundant energy resource. Biomass emits less CO2 compared with conventional energy 

sources such as coal, oil or natural gas[1]–[3]. Processing biomass leads to the formation of 

synthesis gas (CO, H2), which cannot be used directly in industrial production. The water gas 

shift (WGS) reaction, which converts CO and H2O into CO2 and H2, is a key process for 

maximizing hydrogen production from biomass-derived syngas[4]–[6].  

         However, conventional metal oxide catalysts for the WGS reaction are easily deactivated 

by impurities containing sulfur, which are part of the biomass feedstock. It is therefore 

necessary to set up an efficient WGS catalytic process and to develop stable, high-performance 

catalysts capable to be adapted to the various properties of biomass, especially with the problem 

of sulfur poisoning[7]. Sulfides are considered to be good candidates for sulfur-tolerant WGS 

catalysts and also offer an economic advantage. This work focuses on molybdenum-based 

sulfide catalysts (MoS2), which exhibit excellent activity in the presence of H2S and have also 

been used in hydrotreating processes which aims to reduce the heteroatom content (sulfur, 

nitrogen and metals) of petroleum feedstocks[8]–[10].  

         Concerning these catalysts, most of the studies carried out until today have focused on 

their activity and stability by modifying the composition, but little work has been aimed at 

optimizing the results obtained. This can be explained by the difficulty of characterizing them 

due to their sensitivity to air[11]. In addition, the distinction between active edge sites of the 

material by microscopy has generally been limited to model catalysts[12], [13]. The adsorption 

of CO on sulfide-based catalysts for WGS has been studied by IR spectroscopy within my team 

at the LCS. This study led to the fact that the two different edges exposed by MoS2 nanosheets, 

the M (metal) and S (sulfur) edge sites, exhibit different WGS activity and stability as a 

function of time spent under the reaction feed. Mechanism studies have not been completed, 

but it was found that the S edge sites are the most stable active sites for this reaction[14]. The 

preparation of sulfide-based catalysts exposing more S-edge sites is therefore one of the aims 

of my thesis. 

 

         It has also been shown that the modification of the oxide support has an important role in 

the proportion of exposed sites. When moving from Al2O3 alumina to SiO2 silica, the S-

edge/M-edge ratio increases due to the decrease in interactions between the MoS2 nanosheets 

and the support. However, the length of the sheet is also significantly increased, and the 

concentration of S-edge sites is not yet sufficient to enhance WGS activity[15], [16]. In 

addition to the effect of the support used and the type of edges mainly exposed, two other 
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aspects are of interest: the effect of promoting agents and chelating agents. The role of a 

promoter is to improve catalytic activity[3]. A chelating agent is an organic additive capable 

of creating multiple bonds with the metal when it is impregnated onto the surface of the support. 

This prevents the metal from interacting strongly with the support surface and forming 

undesirable structures. In addition, sulfidation of the promoters will be optimally delayed until 

a significant proportion, or even almost all, of the MoS2 layers have been created[17].  

 

Methodology  

         In the context of this thesis which mainly aims to improve the activity and stability of 

sulfide catalysts, and in order to supplement the studies carried out previously and try to 

optimize the results obtained, we will proceed on the basis of a methodology that combines 

indirect (infrared spectroscopy) and direct (transmission electron microscopy TEM) 

characterization of WGS catalysts. The effectiveness of this combination has been 

demonstrated by the information already obtained on this type of catalyst for hydrotreating 

processes. The adsorption of probe molecules (CO) followed by spectroscopy enables to 

determine indirectly the nature of the active sites, analyze the surface under conditions close to 

real conditions, and distinguish promoted and unpromoted Mo. Microscopy (TEM) gives more 

information about the morphology of sulfide catalysts, and helps to determine the dispersion 

of the different active sites. This compensates for the lack of detailed atomic-scale structural 

information on the catalysts resulting from characterization by the CO/IR method alone. The 

complementary nature of the two techniques should be highlighted, as it creates a link between 

what is observed; the average shape of the nanosheets, and the spectra obtained in IR. It can 

then be applied to different types of these catalysts (different promoters or supports, addition 

or absence of chelating agent, etc.)[15], [18], [19].  

          The strategy outlined presents an opportunity to obtain a quantitative and qualitative 

description of the edge sites. The work can be carried out in this order; firstly, optimizing the 

preparation of MoS2 on oxide supports (Al2O3, SiO2 or mixed) to obtain a high concentration 

of edge sites and a high proportion of S edge sites varying the nature and molar ratio of a 

chelating agent/metal use during the preparation. Decoration of MoS2 catalysts by co-

impregnation and selection of the best promoter (Co, Ni, Pt, etc.) to increase the activity and 

stability of the M edge under WGS conditions.  Once the surface has been analyzed by IR 

spectroscopy, the most active sites (edge sites) can be characterized by HR-HAADF-STEM to 

determine the morphology of the nanosheets in terms of length and shape (S/M ratio), as well 

as verifying the edge decoration of the catalysts selected in the previous step. Evaluating the 

activity of the different catalysts by IR operando and understanding aspects of the mechanism 

is also a very important step in this study. 

 

Results and Discussion 

         As expected, using IR spectroscopy, the interactions of CO with the sulfide phase as well 

as with the support (wavenumbers > 2130 cm-1) in case of MoS2/Al2O3 and MoS2/ SiO2 were 

observed. In the presence of the alumina support, M edges (≃2112 cm-1) are more favored than 

S edges (≃2070 cm-1). For silica as a support the dispersion of the sulfide phase is more 

complicated, this is illustrated by the weak signal of the Mo bands; S and M edges as well. 

(Figure 1)  
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Figure 1 : IR spectra obtained after of increasing doses of CO up to saturation using equilibrium 

pressure (1Torr) on MoS2 supported by a) SiO2 b) Al2O3 

 

At this level the use of chelating agents can be beneficial. The isopolymolybdate anion 

(Mo7O246-) used in the impregnation solution in order to incorporate the metal Mo into the 

support is stable in an acid medium and when it comes into contact with the support, acid-base 

reactions occur between the solution and the acid-base sites of the support. Simultaneous 

impregnation with the addition of the organic additive decomposes the anion into 

tetraoxomolybdenum (MoO4)2- which, after various protonation, condensation and 

complexation reactions, gives rise to powerful complex compounds, this inhibits direct metal-

surface interactions and also the formation of unwanted structures[17]. Molar ratios of 

chelating agent to the metal of less than 1 are respected for the different agents chosen in order 

to avoid the presence of insoluble complexes. The metal dispersion was improved more by 

adding citric acid (AC) and nitrilotriacetic acid (NTA) than by adding 

ethylenediaminetetraacetic acid (EDTA). Regarding the type of edge that we aim to maximize 

in the structure (S edges), relevant results were obtained in the case of Mo/SiO2 (AC/Mo=0.5) 

& (NTA/Mo=1). Figure 2. 
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Figure 2 : a) IR equilibrium spectra (1Torr of CO) normalized to 20 mg of MoS2/SiO2 (AC/Mo &            

NTA/Mo =0&0.5&1) b) Table of S & M edge concentrations and S/M ratios in the catalysts structure. 
 

Conclusions  

         Comparing MoS2 supported on alumina and silica, and in accordance with the structure-

activity duality established in previous works, the WGS activity for MoS2/Al2O3 is higher than 

for MoS2/SiO2 without organic additives (Figure 3), confirming the fact that S-edge sites is 

important but not yet sufficient to enhance WGS activity[15], [16].  

            Looking at the increase of S/M ratio after using chelating agents, or in other words, 

preparing sulfide-based catalysts MoS2 exposing more S-edge, we expect promising results in 

terms of WGS activity also. 
 

 
Figure 3 : CO & H2 conversion rate over MoS2/SiO2 and MoS2/Al2O3 catalysts during WGS reaction 

Tsulfidation=623K & Treaction= 573k 
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Introduction 

Solar panels and wind turbines convert solar and wind energy respectively into renewable 

electricity. Due to its low carbon impact, this electricity produced is necessary to fight against 

global warming. Most sectors should use this energy in its electrical form following their 

electrification. Other sectors should use this electricity after its conversion into hydrogen to 

meet their energy demands. However, since hydrogen is a gas with a low energy density by 

volume, the heavy transportation sector, and especially aviation, will not be able, at least in the 

short term, to use this gas directly [1]. To achieve the ambitious goals of the Paris conference, 

they need to convert this energy a second time to produce molecules that can store a large 

amount of energy in a limited volume. 

Among all the reactions to produce e-fuels, the Fischer-Tropsch synthesis seems to be the most 

relevant for air transport. Because Fischer-Tropsch process is exothermic, it could be 

interesting to combine this process with high temperature electrolysis to increase the global 

efficiency of the plant. Several studies already enlightened the benefits to combine this 

electrolyzer technology with Fischer-Tropsch process [2]. Moreover, it is possible thanks to 

Solid Oxide Electrolyzer Cell (SOEC) to produce directly a gas composed of H2 and CO called 

syngas, this process is called co-electrolysis. This gas is the reactant of the hydrocarbons 

synthesis. Fischer-Tropsch produces a crude composed of alkanes with different molar masses, 

corresponding to different energy products with variable interest. Molecules heavier than the 

fractions of interest can be hydrocracked [3,4]. The lighter molecules, also known as liquefied 

petroleum gas (LPG), must be burned in order to provide the heat required for the process [5-

9], or be reformed to improve the selectivity towards the heavier cuts [10]. Cinti et al [11] were 

the first to propose reforming the gases produced at the cathode, thus improving the energy 

efficiency of the process. The simulation of the SOEC proposed in their article consists in a 0D 

Gibbs reactor. 

Co-electrolysis simulation is a hot topic, different models have been developed in recent years. 

Udagawa et al [12] proposed in 2007 a model of water electrolysis alone, including the 

limitations to the transfer of matter, the thermal management of the cell. In 2014, Aicart et al. 

[13] proposed a pseudo-2D model of co-electrolysis, this model took into account the 

production of CO by reverse water gas shift as well as by electroreduction and was updated 

later with kinetics of methane production by Bernadet [14]. 

A pseudo 2D model has been developed to simulate the co-electrolysis as well as the reforming 

of methane. The results have been verified on experimental polarization curves with regard to 

co-electrolysis. Tests in the presence of methane are in progress, including outlet gas 

composition analyses using micro-GC, and will be used to validate the rest of the model. The 

novelty of this model is to take into consideration the internal reforming of LPG. Moreover 

this model use kinetics of reforming and reverse water gas shift to estimate the Open Circuit 

Voltage (OCV) instead of thermodynamic equilibrium. Using OCV to predict methane 

reforming kinetics has already be done in context of methane fueled solid oxide fuel cell in 
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presence of a small amount of steam [15], but is from our knowledge a novelty concerning 

SOEC. After estimation and implementation of methane reforming kinetics in context of co-

electrolysis, the interest of LPGs reforming was challenged with a simulation of the Power-to-

Liquid process realized on Simulink.  

 

Methodology  

1. Power-to-Hydrocarbons process proposal 

 

 
Figure 1 : Process Flow Diagram of the plant 

The Power-to-Liquid process is made up of different bricks as schematically represented on 

the figure 1. The carbon dioxide used as a feedstock is firstly capture by CO2 capture brick and 

then is heated to the temperature of the SOEC inlet. The water is vaporized in the steam 

generator, the heat required to produce the steam comes from the Fischer-Tropsch reactor, from 

the burner and the rest comes from an electric furnace. CO2 and steam are mixed with gases 

from separation process and a fraction of the outlet of the SOEC to maintain some reducer, the 

gas is sent at the inlet of the electrolyzer to produce syngas. The outlet of the electrolyzer is 

cooled and then sent to the Fischer-Tropsch reactor where the hydrocarbons synthesis is 

realized. The hydrocarbons are then separated using flash separators, the gaseous fractions, 

composed of unreacted syngas or LPG, are sent either at the inlet of the Fischer-Tropsch 

reactor, at the inlet of the SOEC, or are purged and burned to supply the process with heat. The 

global process is simulated with Simulink.  
 

2. SOEC modelling 

 

Figure 2 : Schematic representation of the model 
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The SOEC is simulated on Matlab, the pseudo-2D model is schematically represented on the 

figure 2. The different assumptions of the model are presented below.  

 

• Discretization according to axis x (along the cell) and axis y (cell thickness), the gas 

composition is uniform on the width 

• For chemical reactions, reaction sites are uniformly distributed in the cell 

• For electrochemical reactions, reaction sites are uniformly distributed in the active 

part of the cathode 

• Gases are ideal, flows are uncompressible 

• Temperature is uniform throughout  the cell 

• H2/H2O CO/CO2 are the only couples considered in the electrochemical reactions 

• Carbon deposition is not considered 

• Gases do not diffuse along x axis inside the cathode 

• No diffusion limitation at anode (i.e. no discretization on the y axis for anode) 

• No pressure loss 

• Electric potential is specified at the outer boundaries of anode and active part of 

cathode as zero potential and working potential respectively  

• Continuity of the equations close to the OCV on the fuel cell side 

 

The chemical and electrochemical reactions are presented below : 

• Electrochemical reaction occurring at anode 

• 2 𝑂2− ↔ 𝑂2 + 4𝑒−  

• Electrochemical reactions occurring in the active part of the cathode 

• 2 𝐻2𝑂 + 4𝑒− ↔ 2 𝐻2 + 2 𝑂2− 

• 𝐶𝑂2 + 2𝑒− ↔ CO +  𝑂2− 

• Chemical reactions occurring in active and unactive part of the cathode 

• 𝐶𝑂 + 𝐻2𝑂 ↔ 𝐶𝑂2 + 𝐻2 

• 2𝐶𝑂 + 2𝐻2 ↔ 𝐶𝐻4 + 𝐶𝑂2 

• 𝐶𝑂 + 3𝐻2 ↔ 𝐶𝐻4 + 𝐻2𝑂 

 

The modeling approach for electrochemical and chemical description of the co-electrolysis is 

taken from Aicart et al. and Bernadet [13, 14]. The differences with these models are the 

additions of the kinetics of light hydrocarbons reforming and the possibility to estimate OCV 

without considering thermodynamic equilibrium. The model takes into consideration the mass 

transfer according to the Dusty Gas Model as well as the chemical and electrochemical 

reactions. The model as simulated using the commercial software Matlab (R2023a), the cell is 

discretized using a finite difference method. The combination of chemical and diffusion 

reaction is solved using a loop. At each iteration kinetics, mass transfer and H2O/CO2 reduction 

currents are computed, then a new matrix of concentration is determined. The loop stops when 

the difference between the previous and the new matrix is below the tolerance ε.  

3. Experimental 

The experiments were conducted on a cathode supported cell provided by Elcogen at 800 °C 

and 750 °C. The cell was composed of a 10 µm thick air electrode, a dense electrolyte layer of 

2 µm and a Ni-YSZ cathode with a thickness of 400 µm. The active area of the cell was 16 

cm². The test bench presents a co-flow distribution of the gas.  

The test campaign is divided into three parts,  

• A first campaign providing polarization curves of the cell for steam and co-electrolysis, 

with different temperatures, flowrates and gas compositions.  
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• The objective of the second campaign is to test steam and dry reforming without current 

and to analyze exhaust gases with gas chromatography. The goal is to have a good 

understanding of the kinetics of steam reforming under co-electrolysis conditions. A 

good comprehension of the mechanism of steam reforming of hydrocarbons permits to 

be more reliant on the impact of LPG recycling on the efficiency of the electrolyzer.  

• The next step is to test co-electrolysis and steam reforming together in order to 

understand the possible interactions between these reactions. In this campaign 

polarization curves, and gas analyses will be conducted.  
 

Discussion  

1. Comparison with experimental 

The polarization curves produced were used to fit parameters of the model with a genetic 

algorithm. The following figure shows the experimental and simulated polarization curves.  

(a)  

(b)   

(c)  
 

Figure 3.a : Experimental and simulated polarization curves with a gas composition of 60% H2O 30% CO2 and 

10% H2 .b : Experimental and simulated polarization curves with a gas composition of 45% H2O 45% CO2 and 

10% H2 3.c : Experimental and simulated polarization curves with a gas composition of 30% H2O 60% CO2 

and 10% H2. Air flowrate is set equal to fuel flowrate  
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The result are presented in the figure 3. The model is still yet under development, but the 

simulated curves seem to fit well with the experimental ones. The gas composition simulated 

has to be challenged with the gas composition obtained with the µ-GC, and polarization curves 

has to be tested with presence of methane.  

 

(a) Process efficiency 

 
Energy balance 100% Burner 50% Burner –  

50% Recycling 

20% Burner – 

 80% Recycling 

Outlet  

Lower Heating Value of 

product (MW) 

4.10 5.11 5.95 

Inlet  

Total Electric Need (MW)  7.96 8.43 9.10 

Heat need (MW) (% total) 0.00 (0.00%) 0.35 (4.17%) 0.96 (10.54%) 

SOEC Electric demand 

(MW) (% total) 

7.00 (87.95%) 7.00 (83.33%) 7.00 (76.89%) 

Electric need for Carbon 

Capture (MW) (% total) 

0.29 (3.62%) 0.25 (2.95%) 0.24 (2.59%) 

Compressors and pumps 

(MW) (% total) 

0.67 (8.43%) 0.80 (9.56%) 0.91 (9.97%) 

Efficiency  

Power to Liquid 

efficiency (%) 

51.52 60.62 65.32 

Carbon efficiency (%) 46.28 67.16 81.85 

Table 1 : Efficiency of the Power-to-Liquid process 

The table 1 above shows the energy efficiency of the process considering a total combustion 

(100% Burner) of the LPG, or considering different recycling rates to the stack. The recycling 

rate to the SOEC improve the efficiency from 51.52% to 65.32%, defined as the mass flow of 

fuel and wax produced by the process multiply by the mass energetic content divided by the 

power consumption the plant.  It improves also the Carbon efficiency, defined as the quantity 

of carbons in the interest product divided by the carbon captured, from 46.28% to 81.85%.  
 

Conclusions  

Preliminary results show that experimental polarization curves and simulated ones are similar. 

However, gas compositions after reforming have to be challenged with experimental results. 

Process simulation shows an improvement of the process with gas recycling strategies both in 

terms of energetic efficiency and carbon efficiency. This process could be particularly 

interesting in order to produce e-Sustainable Aviation Fuel in compliance with the ReFuelEU 

initiative.  
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Introduction 

The use of hydrogen in proton exchange membrane fuel cells (PEMFC) to generate electric 
power for motor vehicles is an environmentally friendly alternative to conventional combustion 
engines and reduces CO2 emissions in the transport sector. 
In mobile applications, many operational parameters such as temperature, humidity, 
mechanical stress and load cycling effect degradation mechanisms and the lifetime of the fuel 
cell. Degradation is among other things caused by mechanical or chemical processes that lead 
to failures of the cell components. Mechanical stress results in fractures in the bipolar plate 
(BPP), failure of the sealing gasket, deformation and thickness change of the gas diffusion layer 
(GDL) and crack and pinhole formation in the membrane. On BPP and GDL corrosion leads 
to thinning, conductivity loss and contact angle changes. Other chemical degradation processes 
are the dissolution of Platinum particle on the catalyst layer (CL) and contamination of reaction 
places in the membrane. [1] gives an overview on fuel cell degradation processes.  
For better understanding of the degradation mechanisms and performance prediction over the 
lifetime, modeling is essential. This PhD project starts with developing a degradation model in 
Matlab, beginning with the chemical degradation process on the cathode CL. 
 
Methodology  

The electrochemical active surface area (ECSA) of the platinum particles on the catalyst layer 
is the parameter that gives an indication of the performance loss. There are four main chemical 
processes on the CL, which cause ECSA loss and degradation: Platinum oxidation, platinum 
dissolution, Ostwald ripening and particle loss to the membrane.  
All of these reactions have an impact on the platinum particle size and distribution. In [2] 
Jahnke et.al. give an overview of these reactions with the associated reaction rate formulas and 
describes how the time dependent changes can be calculated.   
The Platinum dissolution is described with three steps: a fast reversible oxidation step, a slower 
irreversible oxidation step and an irreversible reduction step. The change in the platinum oxide 
coverage is calculated from the reaction rates of the three mechanisms.  
The progress of the platinum dissolution is divided into the direct dissolution and the oxide 
dissolution. Changes in radius are calculated out of the reaction rates of the dissolution 
processes. 
For the simulation, the initial particle size distribution is determined and the initial ECSA 
calculated from it. The number of particles results from the platinum loading.  
 
A 1D-Matlab model has been developed at ZSW, which is now being extended to include the 
degradation model. In this model, the fuel cell is divided into segments and it consists of three 
main steps: Computation of segment, cell voltage and time step. The cell voltage is calculated 
for each segment in all time steps. 
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The time-dependent changes in platinum oxide coverage and, based on this, the particle size 
changes are modeled as an ordinary differential equation (ODE) system with differential 
equations for each segment. 
 
At each modeled time step, the total platinum oxide coverage is first calculated and, based on 
this, the changes in the individual particle size. 
The ratio of the ECSA of the respective time step and the initial ECSA gives a degradation 
factor with impact to the activation overpotential. 
In Figure 1 one can see the modelled total platinum oxide coverage at three different voltages 
over time. 
 

 
 

Figure 1: Total platinum oxide coverage 

After adjusting some parameters in the Matlab model, this graph shows a good compliance 
with the course described in [2].  
With the computed platinum coverage values, the radius changes are calculated, which leads 
to the ECSA at each time step. 
Figure 2 shows the course of the rate ECSA/initial ECSA (ECSA factor) and voltage over time 
(2000 hours).  
This graph shows decreasing cell voltage with decreasing ECSA over time and the change of 
the total oxide coverage. 
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Figure 2: ECSA-factor and voltage over time (2000 hours) 

 
Discussion  

Since the project started only a few weeks ago, the aging model is at a more or less initial stage 
now.   
So far, an initial model for the catalyst degradation has been developed and now needs to be 
optimized. 
The current task is to adjust the curvature of the ECSA curve to match that describes by Jahnke 
in [2]. Furthermore, the decrease in the platinum concentration due to the particle loss to the 
membrane must be included in the model. 
The model then will be tested with various operating conditions in order to optimize it with 
respect to the influencing parameters temperature, humidity, dwell time and load cycles. 
 
Conclusions  

In the last past week since the PhD project started, a lot of research work were done to get an 
overview of all degradation effects on the fuel cell components. The aim is to model the 
performance loss caused by the chemical processes. Starting with the software Matlab, a first 
model was built including the platinum particle size distribution and electrochemical active 
surface area changes. 
In the further work the current model on the catalyst layer is optimized and validated. It is 
intended to include the other chemical degradation effects mentioned above.  
In addition, another modeling software (AVL) is used to develop another 3D degradation 
model.  
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Introduction 

The European Union has three main priorities in its policies: ensuring energy security, 

maintaining competitiveness, and addressing climate change. While many have favored 

electrification as the primary means to reduce carbon emissions in various energy sectors, 

hydrogen has gained increasing attention, especially for those industries that are challenging to 

decarbonize, such as heavy-duty transportation, certain industrial processes, and the maritime 

and aviation sectors [1]. 

 

Numerous energy models have been developed to study the potential role of hydrogen in 

energy systems [2]. These models aim to explore how different energy sources and 

technologies can contribute to decarbonizing entire economies. However, these models often 

produce conflicting predictions use of hydrogen [3] [4]. The reasons for these disparities are 

not well understood. Hydrogen systems are complex, and the depth and breadth of their 

representation can vary significantly among models, especially when it comes to production 

technologies and the delivery and use of hydrogen. 

 

Certain technical challenges, such as the specific pressure and purity requirements of hydrogen 

for various technologies, are addressed by only a limited number of models. Additionally, 

concerns have been raised about whether the assumptions regarding the cost and performance 

of hydrogen technologies in some models are accurate [1]. 

 

Spain's current energy and climate strategy is firmly rooted in ambitious 2050 objectives, 

including achieving national climate neutrality, sourcing 100% of electricity from renewables, 

and reaching a 97% renewable energy share in the overall energy mix. This strategy primarily 

revolves around significant developments in renewable energy, particularly solar and wind 

power, energy efficiency improvements, electrification, and the promotion of renewable 

hydrogen. These initiatives are viewed as opportunities to stimulate economic growth, create 

jobs, modernize industries, enhance competitiveness, provide support to vulnerable 

populations, bolster energy security, and drive research, development, and innovation. 

To realize these targets, Spain has outlined its central roadmap in the National Energy and 

Climate Plan (NECP) for the 2021-2030 period. This comprehensive document details various 

policy actions spanning multiple sectors, all aimed at aligning the nation with its climate 

objectives. These actions encompass enhancing energy efficiency, expanding the use of 

renewables, and transforming the transport sector.  

Currently, Spain is concentrating its efforts on the 2030 targets. Overall, Spain's NECP 

anticipates achieving a 48% renewable energy share in total energy consumption by 2030. This 

progress will be most pronounced in the power sector, where the plan envisions the installation 
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of nearly 60 gigawatts (GW) of new renewable generation by 2030, led primarily by wind and 

solar sources. This substantial capacity expansion is expected to account for 81% of the total 

electricity generation in that year, firmly positioning Spain on the path to achieving its 2050 

objective of sourcing 100% of its power from renewable sources, aligning with the nation's 

ultimate goal of carbon neutrality by 2050 [6]. 

 

Spain is poised to become a major European player in renewable energy generation, thanks to 

its favorable climate conditions and vast expanses of available land for the installation of 

renewable energy production facilities, both solar and wind energy. Leveraging this substantial 

potential, Spain is ambitiously positioning itself as a key producer of green hydrogen in Europe. 

 

When we refer to green hydrogen, we mean hydrogen production by renewable energy sources, 

the more promising and likely method to take the lead in the coming years is power-to-

hydrogen, which involves using zero-carbon electricity to produce hydrogen via water 

electrolysis. This approach is gaining prominence due to uncertainties surrounding the costs of 

CCUS and the ongoing reductions in renewable power generation and electrolyzer costs. 

Spain's strategic focus on green hydrogen reflects its commitment to sustainable and 

environmentally friendly energy solutions, aligning with the broader European efforts to 

transition towards a greener and more carbon-neutral future [7]. 

 

The Spanish Hydrogen Roadmap considers renewable hydrogen as a key technology to 

increase the production of renewable electricity and renewable gases, targeting 4 GW of 

hydrogen electrolysis capacity in 2030[8]. This document shows how the Spanish energy 

strategy focuses on developing as a producer and exporter of green hydrogen to Europe. 

 

Objectives 

The primary objective is to integrate green hydrogen into Spain's energy system using the 

TIMES model. Using an adaptation of the Spanish TIMES-Sinergia model, various scenarios 

are explored to analyze market dimensions, assess production potential, evaluate utilization 

possibilities, and determine export viability and competitiveness. 

Methodology  

To incorporate green hydrogen into the Spanish energy system, a model from the TIMES 

family, representing the Spanish energy system will be employed. The TIMES model generator 

was developed by the Energy Technology Systems Analysis Program (ETSAP), which is one 

of the longest-running Technology Collaboration Programs under the International Energy 

Agency (IEA). This sophisticated tool, known as The Integrated MARKAL-EFOM System 

(TIMES) model generator, combines two distinct yet complementary approaches for modeling 

energy systems: a technical engineering approach and an economic approach. 

 

TIMES is a technology-rich, bottom-up model generator that utilizes linear programming to 

create an optimized energy system. This system is designed to be the most cost-effective 

solution while adhering to various user-defined constraints, typically over medium to long-

term timeframes. In essence, TIMES serves as a valuable tool for exploring potential energy 

futures by comparing different scenarios and their associated outcomes [9]. 

TIMES models encompass all the steps from primary resources through the chain of processes 

that transform, transport, distribute, and convert energy into the supply of energy services 

demanded by energy consumers [9]. The mathematical, economic, and engineering 
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relationships between these energy "producers" and "consumers" are the basis underpinning 

TIMES models. 

 

All TIMES models are constructed from three basic entities [9]: 

Technologies (also called processes) are representations of physical devices that transform 

commodities into other commodities. Processes may be primary sources of commodities or 

transformation activities. 

Commodities (including fuels) are energy carriers, energy services, materials, monetary flows, 

and emissions; a commodity is either produced or consumed by some technology. 

Commodity flows are the links between processes and commodities  

 

These three entities are used to build an energy system that characterizes the country or region 

in question. All TIMES models have a reference energy system, which is a basic model of the 

energy system before it is substantially changed either for a particular region or for a particular 

scenario. The principle insights generated from TIMES are achieved through scenario analysis. 

A reference energy scenario is generated first by running the model in the absence of any policy 

constraints. A second scenario is then established by imposing policy constraints on the model 

and the model generates a different least-cost energy system with different technology and fuel 

choices. Once all the inputs, constraints, and scenarios have been put in place, the model will 

attempt to solve and determine the energy system that meets the energy service demands over 

the entire time horizon at least cost. 

 

Recently, the IEA's Final Report published by Paul Dodds et al. has described in detail the 

modeling of hydrogen in different versions of TIMES, where eight national, one European, and 

one global model were included in the comparison. Modeling hydrogen is complex, the level 

of modeling detail for hydrogen technologies varies widely between models. Dodds et al. also 

establish best-practice guidelines for representing hydrogen in energy system models [1], 

which are going to be used in the implementation of hydrogen in the Spanish TIMES model. 

 

In the current Spanish model, hydrogen is represented in a simplified and incomplete manner. 

As can be seen in Figure 1, the production part is described, although the production of green 

hydrogen is not detailed. However, distribution, storage, and also the final uses are not 

sufficiently precise.   

 

This work aims to improve the hydrogen modeling in the Spanish model and generate scenarios 

to study the market dimensions, assess production potential, evaluate utilization possibilities, 

and determine export viability. All, essential aspects to position Spain as one of the main 

producers and exporters of renewable hydrogen in Europe. 
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Results and Discussion  

This research is in progress since it is in an initial phase. The work is now in the information-

gathering phase, to be able to characterize all the technologies, distribution and end uses, to 

obtain a detailed representation of the hydrogen in the reference energy system (RES). Both 

centralized and decentralized production will be represented in the RES and transportation, 

storage and distribution are also important and are going to be represented in detail since they 

have special complexities. A complete description of the end uses is also very important for 

the correct representation of the RES. This work proposes a more elaborate and complete RES 

that allows for studying a complete and detailed hydrogen energy system (Fig2). 

 

This study incorporates green hydrogen into the framework. Additionally, it offers a 

comprehensive and in-depth exploration of various aspects, including end-use applications, 

distribution, storage, and production methods. Is recommended to start with demand-side 

options, then production technologies, and finally to choose an appropriate approach to 

delivery costs [1]. 

 

To ensure the reliability of our model and derive valuable insights into the energy system, we 

must integrate accurate data on costs, efficiencies, and production. Our work is based on the 

established TIMES-Sinergia energy model, and we are augmenting it with essential 

Figure 1: current hydrogen RES in Spanish TIMES model 
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information about hydrogen. This comprehensive approach encompasses every aspect of 

hydrogen, spanning production, distribution, storage, and consumption. 

Furthermore, it is worth noting that ammonia derived from low-carbon hydrogen could emerge 

as a viable option for international trade and as a sustainable shipping fuel. Moreover, its 

potential extends beyond shipping, making it relevant for other facets of the energy system. It 

is also needed a detailed quantification of renewable resources available since they are the key 

factor for the production of renewable hydrogen.  

The objective is to understand the surpluses of renewable energy that are destined for the 

production of green hydrogen to determine production potential. Use potential in the Spanish 

industrial, transport, and building sectors is also key to determining the green hydrogen export 

potential. Also other economic aspects such as technological maturity, the cost uncertainty 

related, and how learning curves influence costs and the competitiveness of all the green 

hydrogen sectors. Competitiveness is crucial if Spanish wants to place itself as a main producer 

and exporter of green hydrogen in Europe and all the technological and economic aspects have 

to be taken into account to create realistic scenarios so the model can make reliable predictions. 

Conclusions  

Being in a work-in-progress phase, there are many settings and factors to be adjusted to obtain 

a realistic and reliable model of the Spanish energy system, which allows for studying different 

penetration scenarios of green hydrogen. 

 

Figure 2: Proposal of the new hydrogen RES in the Spanish TIMES model. In green the green 

hydrogen RES and in red other elements added. 
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In contrast to the well-established market for renewable electricity, a corresponding market for 

green hydrogen has yet to fully materialize. Currently, significant quantities of hydrogen are 

utilized in various industries; however, the majority of this hydrogen is derived from fossil 

fuels, resulting in elevated CO2 emissions [10]. 

 

To position hydrogen as a viable component within forthcoming low-carbon energy systems, 

it is imperative to showcase its capacity for achieving notably reduced carbon emissions. This 

paper embarks on an exploration of the definition of green hydrogen, delves into emerging 

initiatives for characterizing it as such, and underscores the primary hurdles that standards and 

guarantee of origin schemes must surmount to cultivate a market for green hydrogen. 

 

The hydrogen economy is not a mere abstraction on the horizon; instead, the existing 

infrastructure and practices within the hydrogen economy are poised for expansion to meet the 

demands of the future. 
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Abstract

Due to the global rise in temperatures, the need for clean and renewable energy sources is higher than
ever. The irregular nature of energy generated by wind and photovoltaics poses challenges in establishing
a stable electricity grid. Therefore, additional flexible power sources are necessary to stabilise the grid. A
gas turbine is an example of such a flexible and reliable power source. However, the gas turbines currently
in use operate generally on hydrocarbon-based fuels. A crucial step in decarbonising the power generation
sector is to retrofit gas turbines to cope with green, renewable fuels, such as hydrogen. Hydrogen seems
to be a viable solution due to the absence of carbon in its molecular structure. However, the combustion
properties of hydrogen are vastly different relative to natural gas so design adaptations might be necessary.
Efficient and accurate predictive CFD models are required to design combustion systems that operate on
hydrogen.
This research is part of the EU HELIOS project, which is fully entitled: “Stable high hydrogen low
NOx combustion in full-scale gas turbine combustor at high firing temperatures”. This research mainly
focuses on creating high-fidelity turbulent hydrogen combustion models for gas turbine applications. The
combustion models will be based on the tabulated reduced chemistry method, the Flamelet Generated
Manifold (FGM) method [1], and extended to take the large preferential diffusion effects of hydrogen into
account. The interaction between turbulence and chemistry will be investigated by performing direct
numerical simulation (DNS) of premixed hydrogen with detailed reaction mechanisms. The analyses of
the DNS results will guide the development of the reduced order large eddy simulation (LES) turbulence
model to come to an accurate and efficient FGM-LES tool [2]. The FGM-LES tool will be validated on
experimental data obtained by laser-diagnostics measurements performed on a lab-scale model of a gas
turbine combustor. When the tool is validated, phenomena such as flame stabilisation and flashback will
be investigated to obtain a deep understanding of turbulent hydrogen combustion.
No specific results are there to be shown yet since the research project started in September 2023.
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1Bundesanstalt für Materialforschung und -prüfung (BAM), Unter den Eichen 44-46, 12203, Berlin, Germany
2BTU Cottbus-Senftenberg, Konrad-Wachsmann-Allee 13, 03046, Cottbus, Germany

Introduction

Wide use of hydrogen technologies requires a rapid development of each link in the hydrogen value
chain. In terms of the safety level and social acceptance of hydrogen technologies, hydrogen storage can
be highlighted as one of the most important challenges. This project, within the BTU-BAM Graduate
School ”Trustworthy Hydrogen”, focuses on hydrogen gas storage in pressure vessels. This method of
hydrogen storage is widely used in the industry, transport, and on-board applications, mostly due to its
technological maturity and energy efficiency [15].
According to the international standard ISO 11439 [7], there are four different types of pressure vessels
for gas storage, schematically shown in Fig. 1.

Figure 1: Pressure vessel types for gas storage [16]

Type 1 is a full-metal structure. Type 2 is characterized by a metal liner and hoop composite wrap-
ping in the cylindrical section. In Type 3 vessels the metal liner is fully composite wrapped. Type 4
pressure vessels are also fully-wrapped structures, but their liner is non-load sharing and mostly made of
plastic. Due to their weight-saving potential and capability to withstand high working pressures of up to
1000 bar, type 4 pressure vessels are particularly beneficial for on-board and transportation applications.
Taking the type 1 pressure vessel as a reference, the weight-saving potential of up to 75% can be achieved,
under the same working pressure and with the same vessel volume. This is even up to 25% more than
the weight-saving potential of type 3 cylinders [1]. Therefore, this project focses only on type 4 pressure
vessels.
Type 4 pressure vessels for hydrogen storage are typically manufactured in a filament winding process,
which is characterized by a number of physical effects and process parameters. Those result in a residual
stress state, which, if not controlled properly, can lead to an uneven stress distribution in operation.
The most important objective of the project is to deepen the understanding of how the residual stress
impacts the operational safety of type 4 hydrogen pressure vessels. An additional goal is to develop
methods to influence the residual stress distribution and the behaviour of a finished component by a
targeted use of process parameters. As a starting point of the project, calculations of residual stresses in
thin-walled filament wound structures based on the classical laminate theory (CLT) and finite element
analyses (FEA) were carried out, and are discussed in this abstract. Those calculations were used to
achieve a beneficial, uniform stress state in a 6.8 liter cylinder of type 4 with a nominal working pres-
sure of 300 bar, which is being used as specimen within the scope of the project. The differing model
assumptions for the analytical and FE calculations result in certain differences in the results, which are
discussed in this abstract. An experimental study using the cylinders and defined process parameters is
planned.
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Methodology

In the filament winding process, the fibers are being placed under tension on a mandrel and, later, on
the previously wound layers (see Fig. 2 (a)). To model the process for hoop layers in the most simplified
way, it can be one dimensionally idealized as parallel strings, of which one is being elongated by the
winding tension (see Fig. 2 (b)).

Figure 2: Idealization of filament winding as parallel springs

The spring constant corresponds with the fiber stiffness in the fiber direction. After the winding
tension is removed, the behaviour of the parallel springs depends on the assumed friction between the
layers. If no friction is assumed, the newly wound layer under pre-tension will not transfer the load to the
previously wound layers and will go back to the unloaded state. If there is friction between the layers,
the parallel springs are being compressed (see Fig. 2 (c)). On the other hand, the use of the internal
pressure during winding causes expansion of the layers. The total strain change in a layer j after winding
of the layer j+1 considered with this simplified model can be calculated as:
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Hereby, ε
(j+1)
p,j is the strain change in layer j due to the internal pressure p(j+1) used while winding the

layer j+1. Further, ε
(j+1)
t,j is the strain change due to the winding tension nt,j+1 in layer j+1. The stiffness

of the wound layers up to layer j is represented by the term E
(j)
gest

(j)
ges. The total strain of layer j after

the winding of the last layer n will be:
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where εt,j is the initial winding tension of the layer.
However, for the analysis of a pressure vessel with a composite structure, consisting of multiple layers
with different layer angles, the spring model is not sufficient anymore. Hence, a model based on the
CLT was created. The assumption of a thin-walled cylinder is valid, since the ratio of the outer to inner
radius is around 1,1 for the considered specimen [20, 9]. The cylindrical region of the pressure vessel is
considered a shell element, as previously done in [20, 19, 13, 1]. Then, the strain change in layer j after
winding of the layer j+1 due to the used internal pressure and winding tension of the newly wound layer
will be:

{ε}(j+1)
p,j = [A]−1(j)

ges · {n}p,j+1 − [A]−1(j+1)

ges · {n}p,j+1 (4)

{ε}(j+1)
t,j = [A]−1(j+1)

ges · {n}t,j+1 (5)

where [A]
(j)
ges is the shell stiffness matrix from the liner up to layer j. Moreover, {n}p,j+1 as well as

{n}t,j+1 is the force flux due to the used internal pressure and winding tension of layer j+1, respectively.
Details of how the shell stifnness is derived can be found in [17].
Furthermore, a strain change due to resin flow can modeled based on the Darcy’s law, same as in the
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models of Cai and Lee [4, 12]. However, for high fiber volume ratios after the resin bath, a negligible
strain change is expected, due to the decreased permeability of the fiber sheet [4, 2].
Moreover, it is assumed that after the winding process a gelification occurs already at ambient conditions,
before the curing in an oven. Due to that assumption, the reference temperature for the stress analysis
is the room temperature and no additional thermal stresses in the finished component are expected.
Nevertheless, thermal stresses can be also considered with the presented analytical model based on CLT,
as discussed in [17].
Besides the analytical modelling, also FEA for obtaining the residual stress state were performed using
ANSYS Mechanical 2023 R1. The FE model of the type 4 pressure vessel was created using ANSYS
ACP Prep/Post, which is a dedicated tool for definition of composite layups. The geometry as well as
the stacking sequence of the carbon fiber reinforced layers was derived from the investigated 6.8 liter
type 4 cylinder. The material data used for the unidirectional carbon fiber reinforced ply is based on
the data sheet of the fibers and resin, as well as experimental data from the literature [18, 3, 14]. For
the unidirectional ply, the material data was obtained by rules of mixture according to [17] for the fiber
volume ratio of 60% [8]. The material data for the liner was directly taken over from the data sheet
[10]. All material data is summarized in Tab. 1. It is to be noted that the mechanical properties of
the unidirectional ply refer to the cured state. For the winding process, a significantly different Young’s
Modulus perpendicular to the fiber direction is being used, calculated as discussed in [2]. Under the
assumption of no resin flow or loss during the winding process, the Young’s Modulus remains constant
and can be calculated for 60% fiber volume ratio after the resin bath, which results in the value of 60 MPa
for averagely well aligned fibers [6].

Component Material E∥ in MPa E⊥ in MPa G⊥∥ in MPa ν⊥∥

CFRP Ply
Teijin Tenax� UTS50

LITESTONE® 3100E/2106H
151000 4380 3530 0.34

Liner PET* 3600 - 1340 0.34

Table 1: Used material data. *-for PET liner as for an isotropic material, the values refer to all directions

Second order solid elements (SOLID186) were used to mesh the models, with one element layer per layer
of the composite materials. Therefore, a 3D consideration of the stress state is possible. The boundary
conditions involve only suppression of x and y displacement at the one boss part of the cylinder and all
displacements at the other. The coordinate system and the meshed model are shown in Fig. 3.

Figure 3: FE model of the investigated pressure vessel

To model the residual stress state after the winding process, the layers are being activated one-by-one
in the following analysis steps by using the birth and death element control. After activating the layer,
the temperature of the model is being reduced, what results in shrinkage of the newly wound layer on the
previously wound structure. Hereby, the temperature change and the orthotropic coefficients of thermal
expansion are defined in such a way, that the pressure on the previously wound layers is equal to the
pressure resulting from the winding tension in filament winding process:

p(i) =
Ft,icos

2ϕi

ri
(6)
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where Ft,i is the winding tension force, ϕi is the angle of the currently wound layer i, and ri is its radius.
For each wound layer, a new internal pressure is being defined in the model to influence the residual
stress state.

Discussion

Using the discussed models, the residual stresses resulting from the winding process of 6.8 liter type
4 cylinders were obtained. A winding tension force of 22.5 N was used. Two types of cylinders were
modelled: type A with a constant internal pressure of 3 bar and type B with a defined internal pressure
function (see Fig. 4).

Figure 4: Internal pressure used during the filament winding process for type A and type B cylinders

There are two main goals for the internal pressure function. One is to achieve a more even residual
stress state in the wound cylinder, focusing on the hoop layers. These are particularly important for
the cylinder strength. On the other hand, the variable internal pressure should help avoid compressive
stresses in the wound layers, which could increase the fiber waviness and have a negative impact on the
quality of the pressure vessel.
For helical windings, only a relatively small increase in the internal pressure was defined with 0.5 bar per
helical winding. During winding of the hoop layers, bigger steps of 1 bar per winding were used. For the
last layers wound, an additional increase in the internal pressure was defined in order to decrease the
fiber waviness, if occured in the following experimental study.

Figure 5: Normal stress distribution in fiber direction after the winding process for type A and type B
cylinders

Fig. 5 shows the normal stress in fiber direction for each hoop layer after the winding process calcu-
lated by both, the analytical model based on the CLT and 3D FEA. For cylinders of type A, compressive
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stresses in the first three hoop windings are expected. Those can be avoided in type B cylinders, wound
with a variable internal pressure function. Also the stress distribution is more even in type B cylinders,
although a different stress development through the thickness of the composite can be observed in the two
models. Since the scattering between the different calculations for type A vessels is significantly lower,
the interaction of the higher internal pressure with the relatively low Young’s Modulus in the thickness
direction of the fibers can be named as a possible reason.
In Fig. 6 the loaded state of the finished component is considered. Using the analytical model, the devia-
tion from the average normal stress in hoop windings is shown in part (a). At 900 bar, the minimum burst
pressure according to [5], the stress distribution for type B cylinders is nearly perfectly even. However,
the maximum deviation for type A cylinders ranges from ca. -1.0% to 0.5%, so that no significant increase
in burst pressures based on that result could be expected. Nevertheless, for lower pressures e.g., for the
test pressure of 450 bar or nominal working pressure of 300 bar, the deviation from the average stress
increases. Since the damage initiation, such as the first inter fiber failures, occurs at significantly lower
pressures than the actual burst pressure, a delayed damage initiation could lead to a higher difference in
burst pressures between cylinder types A and B [11].
In Fig. 6 (b) the stress distribution calculated with the analytical and FE model is compared. Although
the investigated cylinder fulfils the literature criteria for consideration as a thin-walled structure, a sig-
nificant stress gradient over the thickness can be observed in the 3D FEA. This effect leads to a stronger
deviation of the calculated normal stresses from the average normal stress in hoop layers. Since an even
stress state in the layers of type B pressure vessel after the winding process was achieved, the observed
stress gradient leads to a more uneven distribution of the stresses under internal pressure loading, with
the maximum deviation of ca. 3.3%.

Figure 6: Percentage deviation from the avg. normal stress in the hoop windings according to (a)
analytical model at different pressures and (b) analytical and FE model at the minimum burst pressure

Conclusions

To define the process parameters for the experimental study on filament-wound type 4 pressure vessels,
analytical and FE models of the residual stress state were created. The analytical calculations of the
residual stress state after the winding process are in agreement with the FE simulations. Both models
show the possibility to influence the residual stress state in the wound cylinder by regulating the internal
pressure. The results indicate not only the possibility to achieve a more even stress state in the finished
component, but also to avoid compressive stresses during the winding process. The compressive stresses
could otherwise lead to fiber waviness and a lower quality of the finished component. Even though the
use of the internal pressure might not significantly decrease the peak stresses under the minimum burst
pressures, the real burst pressures of the vessels wound with variable internal pressure could be higher
than using constant internal pressure. This effect would be the result of the possible delayed damage
initiation, such as inter fiber failure, which occurs at significantly lower pressures. Assumption of the

5
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investigated structure as a thin-walled cylinder can have a significant impact on the calculated stress
state under internal pressure loading, even though the literature criteria for a thin-walled structure are
satisfied. The theoretical considerations are going to be validated and deepened in the experimental
study on 6.8 liter type 4 cylinders.
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Introduction 

Road transport greenhouse gases (GHG) emissions accounts for over one fifth of global CO2 

emissions in the EU. In Europe in recent years, road transport is the only sector whose 

emissions have unfortunately not stopped rising. This is particularly true for the heavy-duty 

mobility, such as trucks, city buses and long-distance buses, which account for over 25% of 

GHG emissions [1]. One of the most promising technologies to decarbonize heavy-duty 

transport (trucks, buses, trains, boats) is hydrogen fuel cell technology [2]. The development 

of this technology requires, besides the development of the vehicles, a parallel effort in the 

advance of hydrogen refuelling infrastructure and the related refuelling protocols. 

In terms of vehicle development, the effort required to maintain a range similar to that of fossil-

fuelled heavy-duty vehicles is significant. For this purpose, the fuel cell heavy-duty vehicles 

(FC-HDVs) need bigger onboard storage systems than fuel cell light-duty vehicles (FC-LDVs). 

To achieve the required hydrogen storage volume, automotive original equipment 

manufacturers (OEMs) have to exploit any available space in the vehicle by inserting multiple 

hydrogen storage tanks, often of different sizes, which is not the case for FC-LDVs.  

This configuration of the on-board hydrogen storage system could have a significant impact on 

the derivation of parameters for advanced protocols (such as those defined in the European 

PRHYDE project [3]), as well as on the evaluation of the vehicle's instantaneous state of charge 

(SOC). Indeed, due to the different tank sizes of the FC-HDV storage system, the mass flow 

rate distribution between the tanks, the pressure evolution in each tank size and the temperature 

rise in the different tanks cannot easily be predicted. Thus, the models used to derive the 

parameters of FC-HDV refuelling protocols should therefore be updated to consider these 

effects. Moreover, fine modelling of the evolution of these parameters during refuelling would 

enable us to accurately estimate the thermodynamic state of each tank in the vehicle hydrogen 

storage system at the end of each refuelling session. Knowing this thermodynamic state will 

enable the automotive OEMs to know where to place the sensors needed to assess the vehicle's 

SOC. 

The aim of this work is therefore to propose a thermodynamic model to simulate the refuelling 

of a hydrogen storage system for HDVs with multiple heterogeneous tanks. 
 

Methodology 

The model presented in this paper has been implemented in an internal tool at Lab H2 within 

CRIGEN called HyFill. HyFill is developed on MATLAB Simulink (R2021b) [4] from 

MathWorks® and allows to simulate the fast filling of fuel cell vehicle (FCV) hydrogen storage 

tanks at a hydrogen refuelling stations (HRS) from the dispenser to the vehicle (see Figure 1-

a) to predict the final temperature and pressure reached by the hydrogen, as well as the total 

hydrogen mass transferred to the vehicle storage tanks. 

 
 Corresponding author: thomas.guewouo@engie.com  
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Figure 1 -Scheme of the refuelling station on the left (a) and its simplification on the right (b). 

The modelling approach is pseudo-1D. It considers that the gas temperature is uniform at each 

instant in the tank. The heat transfer between the gas and the ambient is modelled by the 

unsteady one-dimensional radial heat conduction equation. To calculate the temperature, mass, 

and pressure of the gas in the tank, a system of three equations is solved at each time step 

during the whole filling or emptying simulation; these are the mass balance, the energy balance 

for a control volume and the equation of state here given by [5]: 

{
 
 

 
 

𝑑𝑚

𝑑𝑡
= �̇�𝑖𝑛 − �̇�𝑜𝑢𝑡

𝑑𝑚𝑢

𝑑𝑡
= �̇�𝑖𝑛ℎ𝑖𝑛 − �̇�𝑜𝑢𝑡ℎ𝑜𝑢𝑡 − �̇�𝑔−𝑤

𝑃

𝜌
= 𝑍𝑅𝑇

 1 

In this equation system (Eq. 1), 𝑚 is the hydrogen mass in the tank, �̇�𝑖𝑛 and �̇�𝑜𝑢𝑡 are the inlet 

and outlet mass flow rate respectively, 𝑢 is the specific mass internal energy, ℎ is the specific 

mass enthalpy, 𝑃, 𝑇 and 𝜌 are hydrogen pressure, temperature and density respectively, 𝑍 is 

the hydrogen compressibility factor depending on thermodynamic variables, 𝑅 is the gas 

constant. The hydrogen compressibility factor as well as all other thermodynamic properties of 

hydrogen are calculated in HyFill using a fundamental equation of state ( GERG-2008 equation 

of state [5]). The heat flow from the gas to the tank wall (�̇�𝑔−𝑤[𝑘𝑊]) is given by Eq. (2): 

�̇�𝑔−𝑤 = 𝑆𝑖𝑛𝐻𝑖𝑛 (𝑇 − 𝑇𝑤𝑟=𝑟𝑖𝑛
) 2 

Where 𝑆𝑖𝑛 is the inner wall surface of the tank, 𝐻𝑖𝑛 is the inner film mass heat transfer 

coefficient determined from the correlation for internal turbulent flow [7], 𝑇𝑤𝑟=𝑟𝑖𝑛
 is the 

temperature of the inner wall of the tank. It is obtained by solving the unsteady one-dimensional 

radial heat conduction equation (assuming azimuthal symmetry as the tank wall temperature is 

the same along its entire length for a given radius) given by [9], in Eq. (3): 

𝜌𝑐𝑝
𝜕𝑇

𝜕𝑡
=
𝜆

𝑟

𝜕

𝜕𝑟
(𝑟
𝜕𝑇𝑤
𝜕𝑟

) 3 

Where 𝑐𝑃 [𝐽𝑘𝑔
−1𝐾−1] is the specific heat at constant pressure, and 𝜆 [𝑊𝑚−1] is the thermal 

conductivity of the tank wall material. The boundary condition necessary to solve this equation 

is the mass heat flow from the outer tank wall to the ambient air: 

�̇�𝑤−𝑎 = 𝑆𝑜𝑢𝑡𝐻𝑜𝑢𝑡 (𝑇𝑤𝑟=𝑟𝑜𝑢𝑡
− 𝑇𝑎𝑚𝑏) + 𝜀𝑤𝜎𝑆𝑜𝑢𝑡(𝑇𝑤𝑟=𝑟𝑜𝑢𝑡

4 − 𝑇𝑎𝑚𝑏
4 ) 4 

where 𝐻𝑜𝑢𝑡 is the outer film heat transfer coefficient considered constant (natural convection 

assumption), 𝑆𝑜𝑢𝑡 is the outer wall surface of the tank, 𝑇𝑤𝑟=𝑟𝑜𝑢𝑡 is the temperature of the outer 

wall of the tank, 𝑇𝑎𝑚𝑏 is the ambient temperature, 𝜀𝑤 is the emissivity of the external wall of 

the tank, 𝜎 is the Stefan-Boltzmann constant. 
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In HyFill the fuelling line is modelled in a separate Simulink block. The fuelling line is 

composed of stainless-steel pipe, breakaway, hose, nozzle, receptacle, on-tank valve (OTV) 

and it is modelled as a cylindrical pipe. The geometric model of the pipe conserves the fuelling 

line thermal mass. Distributed pressure drops along the pipe length are neglected and (hydrogen 

is not considered as compressible as the Mach number is lower than 0.3 in the piping 
(𝑀𝑎 < 0.3)), thus there is mass and momentum conservation between input and output of the 

pipe. To consider the effect of the thermal mass, the model consists of the energy balance of 

the gas in the pipe and of the pipe wall: 

{

𝑑𝑚𝑢

𝑑𝑡
= 0 = �̇�(ℎ𝑜𝑢𝑡 − ℎ𝑖𝑛) + �̇�𝑔−𝑤

𝑑𝑈𝑝𝑖𝑝𝑒

𝑑𝑡
= �̇�𝑤−𝑎 + �̇�𝑔−𝑤

 5 

Where �̇� is the hydrogen mass flow rate the pipe, ℎ𝑜𝑢𝑡 and ℎ𝑖𝑛 are the mass enthalpy entering 

and exiting the pipe. 𝑈𝑝𝑖𝑝𝑒 is the internal energy of the pipe wall. �̇�𝑤−𝑎 is the heat flux from 

the ambient to the pipe wall and it is calculated as Eq. 4. �̇�𝑔−𝑤 is the heat transfer from the 

pipe wall to the gas and it is estimated by assuming constant wall temperature along the pipe 

length. Consequently, the pipe transfers heat while maintaining a constant wall temperature 

along its length and radius. This can be motivated by the fact that the Biot number, defined as: 

𝐵𝑖 =
𝐻𝑖𝑛
𝜆𝑤/𝑡𝑤

 6 

Where 𝑡𝑤 is the wall thickness in first approximation the radial distribution of temperature can 

be neglected [9], thus 𝑑𝑇𝑤 𝑑𝑟⁄ = 0. As seen in the experimental work by Kuroki et al [10], the 

temperature varies along the length only at he start of the refuelling, but the variation becomes 

smaller in the last part of the refuelling, therefore the longitudinal distribution of temperature 

can be negligeable, thus 𝑑𝑇𝑤 𝑑𝑥⁄ = 0. The hydrogen properties along the pipeline are also 

considered as constant. 

The refuelling is a process regulated with pressure, thus the mass flowing in the system depends 

on the pressure differential between the high-pressure storage of the station and the storage 

tanks of vehicle. On the other hand, the pressure drop depends on the gas mass and temperature 

in each tank, and both change depending on the mass flow rate. Thus, it is a complex problem 

determined by a non-linear equations system that must be solved simultaneously. 

The system can be simplified as shown in the scheme in Figure 1-b, because two main 

hypotheses are applied:  

- as the heat transfer is already considered in the pipe model, and the expansion through 

the valves is adiabatic, thus isenthalpic, the energy is conserved. 

- The pressure drops of the piping section that share the same mass flow rate can be 

modelled as a single valve with a flow coefficient (𝑘𝑉  [𝑚
3ℎ−1]) representing the 

pressure drops of all the correspondent section. The distributed pressure drops are 

neglected. 

Thus, the system can be described by associating a mass balance and the characteristic equation 

of each valve. The characteristic equation chosen is derived from the IEC 60534 standard [11]: 

�̇� =

{
 
 

 
 
𝜌1𝑁𝑘𝑣  

2

3
√
𝑃1 

2𝜌1
                                                  𝑖𝑓 𝑃1  >  2 𝑃2

𝜌1𝑁𝑘𝑣 (1 − 
2

3

𝑃1 − 𝑃2
𝑃1

)√
(𝑃1 − 𝑃2) 

𝜌1
      𝑖𝑓 𝑃1 ⩽ 2 𝑃2

 7 

Where subscripts 1 and 2 refers respectively to upstream and downstream conditions, and N is 

a constant equal to 31.6.  
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Results and discussion 

Generally, for a range of around 1000 km, the FC-HDV storage system needs to carry around 

100 kg of hydrogen [12]. To maintain the same refuelling time as a diesel truck, it needs to be 

refuelled in around 10 minutes. For this reason, the model was tested in this study on a storage 

system with a total volume of around 2.5 m3, composed of Type IV tanks with a nominal 

working pressure of 70 MPa. This storage system is composed of two 500L tanks, four 300L 

tanks and three 100L tanks.  

 

Figure 2 – Scheme of the model with the simulation inputs and parameters of the main components. 

The refuelling simulation is performed at constant pressure ramp rate (PRR) of 8.55 MPa/min 

imposed at the dispenser. This PRR is calculated to satisfy 10 minutes refuelling from the 

lowest acceptable pressure (2 MPa) to the maximum operating pressure (MOP) of each tank 

(87.5 MPa). The equivalent flow coefficient (𝑘𝑉) of the fuelling line is equal to 1 𝑚3ℎ−1.For 

the three tank sizes, the flow coefficients of the OTVs are 0.30, 0.25, 0.20 𝑚3ℎ−1 respectively, 

in decreasing order of tank volume. As there is no thermodynamical difference in the tank 

parameters and input for each tank of the same size, only one tank for each size considered is 

simulated to evaluate temperature and pressure evolution, but all the tanks are considered in 

the total mass balance. The refuelling is simulated with ambient temperature set to 20°C, initial 

pressure of the tanks 2 MPa, initial thermal equilibrium between the system and the ambient. 

The initial gas temperature at the dispenser outlet is set at the ambient and it decreases linearly 

at -30°C in 30 seconds as recommended in the SAE J2601 protocol [13]. 

In Figure 3 are presented the results of the refuelling simulation considering different tank 

sizes. the top left graph presents the average gas temperature evolution in the in these 

conditions, none of the tanks reaches the critical temperature of 85°C. On the right the pressure 

is represented at different points of the station, it can be noted that the highest pressure drops 

are during the first part of the refuelling and are mainly concentrated in the fuelling line. On 

the bottom there is the mass flow rate on the left (total in black). The total mass flow rate does 

not excess the maximum value of 300 gs-1 allowed by the new protocols for FC-HVD refuelling 

[14]. In the graph only one curve I represented for each tank size not each tank has been 

simulated as identical tank have identical input conditions (with the applied hypothesis), thus 

the sum of the three curves do not add up to the total mass flowrate, as each curve should be 

multiplied for the correspondent number of tank. On the bottom right there is the SOC of each 

tank. The simulation ended when a SOC of 100% was reached in the smaller tank. From the 

results of the refuelling in Figure 3 we can see that temperature, pressure and mass flow rate 

evolve differently for the three tank types. More in detail, the larger the tank, the higher the 

mass flow rate. This could be explained by the higher-pressure difference and higher flow 

coefficient. The pressure increases faster in the smallest tanks even if it has lower mass flowrate 

when compared to the other tanks, this may be related to the low volume, as in small volume 

tanks the pressure increases more than in bigger tanks for the same amount of gas injected, ad 

454



      

 5 

to the lower flow coefficient, which consents more mass flowrate to pass with a smaller 

pressure difference. It can also be noted that the temperature at the start is higher in the smallest 

size tank, due to the fastest compression, but by the end of the refuelling, it is the biggest tank 

the one with the highest temperature. This may be caused by the combined effects of the higher 

mass flow rate and the lower ratio of the internal surface over volume of the largest tank. This 

represents a first limiting factor when deriving the protocols, as the biggest tanks limit the 

refuelling speed. On the other hand, the state of charge (SOC) within small tanks increases 

faster than in bigger tanks, meaning that the smaller tanks will reach the maximum SOC earlier 

during the refuelling, thus imposing the premature end of the refuelling to avoid over pressures, 

even if the overall SOC is lower than 100%. 

  
Figure 3 – Results of the refuelling simulation considering different tank sizes (light blue 500 l, pink 300 l, 

green 100 l) during the simulation. On the top left graphs presents the gas temperature inside the tank. On the 

right there the pressure is represented at different points of the station, in black is the pressure at the outlet of 

the dispenser, in blue the pressure at the manifold and then the pressure in the different tanks. On the bottom 

the mass flow rate on the left (total in black) and the SOC of each tank on the right.  

 

Conclusions 

A new model capable of predicting the behaviour of vehicle storage systems composed by 

multiple heterogeneous tanks during the refuelling, has been developed. This model can give a 

clear insight on the thermodynamical evolution of the gas in the hydrogen storage tanks system 

that will be commonly used in heavy-duty vehicles. A refuelling simulation has been conducted 

to analyse the evolution of the thermodynamical variables during the refuelling of a 100 kg 

storage system capacity.  

Some critical aspects have been identified, such as the limitation to reach the complete filling 

of the system without exceeding the maximum allowable SOC of smaller tanks, and the 

correlation between the maximum tank size and final gas temperature that limits the refuelling 

time in the derivation of the protocol parameters. The identified behaviour shows trends in the 

refuelling of HDVs storage systems that can only be predicted by simulating all the tanks. 

Another consideration is that protocols with communication will need to communicate to the 

station pressure and temperature of the vehicle that in case of multiple heterogeneous tanks is 

not unique. From this first analysis, it seems that the correct pressure sensor to use is the one 

in the smallest tank, to avoid over pressure, while the correct temperature sensor is the one in 
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the biggest tank, to avoid overheating. The model could be used in the future to better define 

the sensors position. 

Further perspectives to the work here presented are the experimental validation of the model 

and the integration of the distributed pressure drops in the fuelling line and in the pipe sections 

between the manifold and the tanks, alongside with a more precise estimation of the heat 

transfer between the hydrogen and the vehicle piping system. Once validated the model could 

be used to derive filling protocols adapted to vehicles with different tank sizes. As the model 

also gives information on the performances of the stations in terms of complete refuelling, it 

can be foreseen that this tool could be used in to test or compare stations designs, for example 

in terms of the cooling power required.  
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Abstract

Switching to Proton Exchange Membrane Fuel Cell (PEMFC) systems can greatly reduce the environ-
mental impact from the maritime industry. However, the limited durability of PEMFCs remains an
obstacle for their implementation. Understanding fuel cell degradation is especially relevant for ships,
as they typically operate for long periods and in isolated areas. Their energy systems therefore need to
be exceptionally robust and reliable. In order to improve the design of maritime PEMFCs, we need to
improve our understanding of degradation mechanisms induced by their use on a ship. Models can be a
great tool to that end.

Many PEMFC models have been developed and used over three decades. They differ on various levels,
from their spatial dimensions – one, two or three dimensional – to which processes are modelled and the
detail to which they are described. Our previous review1 shows that numerous processes contribute to
degradation in a maritime context. These include more general processes, such as load induced damage,
as well more specific ones for ships, such as sea salt contamination via the air inlet.

Currently, there is no modelling framework to quantify PEMFC degradation in a maritime environ-
ment specifically. The aim of this work is to propose such a framework, building on knowledge gained
from previous modeling studies. It should integrate the additional degradation triggers such as salt con-
tamination. We start out by analyzing existing PEMFC durability models. They are rated based on
the coding complexity, computational costs, specificity and the possibility to incorporate both specific
maritime as well as general degradation causes. Thereafter we analyze whether and how the models are
validated and verified.

The proposed modeling framework can serve as a blueprint for future maritime PEMFC degradation
models. These can facilitate vessel specific case studies, investigations to improve cell and stack design
and explorations of altered ship operational profiles. The resulting insights will aid scientists, engineers
and ship owners to improve PEMFC lifetime in maritime applications.

Introduction - Why do we need PEMFC degradation models for ships?

In a time of changing climate, fluctuating fossil fuel prices and ever growing international trade, innova-
tions for sustainable shipping are urgently needed. Today, the maritime industry is responsible for about
3% of all anthropogenic greenhouse gas emissions worldwide, as well as 11% and 19% of all atmospheric
sulfur and nitrogen oxide emissions within Europe [4, 3].

Hydrogen fuel cells (FCs) can greatly reduce the environmental impact of shipping as they have no
polluting emissions. PEMFCs are amongst the most promising FCs types due to their ability to deal
with fast fluctuating power demands, fast start-up, low operational temperature and high power density.
Nevertheless, PEMFCs are also known for their limited lifetime compared to internal combustion engines
and their sensitivity for contamination compared other fuel cell types. This is especially a risk as only few
researchers have studied how the maritime environment will affect their performance and total lifetime.

Models have a great potential to advance PEMFC degradation research. Once developed, they can
quickly provide results against low capital costs. These results can give insight in the working principles
of fuel cells and the impact of operational conditions. It is therefore no surprise that many PEMFC
models have been developed in the past decades, including ones that focus on degradation. However, to
our knowledge, a dedicated maritime PEMFC degradation model has not been developed yet.

*Corresponding author: a.broer@tudelft.nl
1Review still under revision to be published. Abstract and conclusion are attached as the final page of this document.
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Models vary widely in the applied approach and level detail. Spiegel et al ([7]) categorized the main
model characteristics as: dimensions (zero to three dimensional); state (steady or dynamic); catalyst
kinetics description; phases considered (liquid, gas or a mixture); mass transport description in the
catalyst layer and membrane; inclusion of energy balances; and membrane swelling. On top of this, one
can differentiate between empirical models that depend heavily on empirically obtained parameters and
purely theoretical models. With this wide choice in models, it is challenging to select the effective and
efficient approach.

Even if a suitable modeling approach is applied, models can still be worthless when they are not
properly validated. Arif et al ([1]) pointed out that models can only be validated to a limited extent as
various parameters cannot be independently measured in experiments. In addition the authors showed
that most modeling studies only used one data set for model validation. Model verification is often not
even mentioned in modeling studies. Nonetheless model verification is an important process to guarantee
the correctness of model outcomes, even more when authors only have a limited amount of experimental
data to initialize and validate the model.

The aim of this work is to propose a modelling framework for maritime PEMFC degradation simula-
tions. It should conclude (i) which approach or approaches are most suitable for predicting performance
decay caused by operation on a ship and (ii) a proper validation and verification plan. To reach this
conclusion, we first define the model objective in more detail and provide a comprehensive overview of
PEMFC degradation models. The latter are assessed on their coding complexity, computational costs,
specificity and, most importantly, if they can be used to reach our main objective - maritime degra-
dation modeling. Additionally, the validation and verification methods of each degradation model will
be analyzed and compared to what is considered as ’sufficient’ in dedicated validation and verification
literature.

Background - PEMFC stack components and ensuring correct models

PEMFC components
Each PEMFC is composed of several layers as depicted in 1. The proton exchange membrane (PEM)
is located in the center of the cell. Most PEMFCs use the commercial Nafion�, a perfluorosulfonic acid
(PFSA) based membrane, for its adequate stability and good proton conductivity [2].

The membrane is flanked by an anodic and cathodic catalyst layer (CL). They are sometimes referred
to as electrodes as the electrochemical reactions occur here. Each CL contains catalyst particles, a
catalyst support and ionomer. Reactants and products are transported to and from the CLs via the
pores in the gas diffusion layer (GDL), while freed electrons can exchange via its solid strands. Carbon
based materials are often used, although metal based GDLs also occur.

The flow plates (i.e. current collectors) serve three main functions: conducting electrons to the external
circuit, transporting reactants and products to and from the cell and providing structural support [5].
The layout of the flow-field can impact cell performance significantly. If the cell is part of a stack the
flow plates are referred to as bipolar plates (BPs) as it has both an anodic and cathodic ’pole’. Finally,
the cell is enclosed with two end plates (EPs), which compress the stack together and evenly distribute
the pressure.

Most academic researchers test with single cells in order to save on capital costs and to limit con-
founding elements. However, in commercial applications these are stacked together in series. This way
the overall potential difference increases, as does the output power.

Validation and verification
Model validation and verification are carried out to make sure the modeled outcomes are accurate and
correct - at least, within the system boundaries for which it was designed. In model validation one
checks if the outcomes are sufficiently accurate in comparison with an independent dataset of the modeled
system. Aargent et al ([6]) summarize fourteen different validation techniques such as comparing modeled
outcomes to outcomes of other, already validated models or using the model to predict the system
behaviour.

Model verification concerns the correct implementation of code and overlap between the conceptual
model and the computer model [6]. One should check if there are programming errors and if functions
are implemented and initialized correctly. In general, more specialized and programming languages have
a lower risk on programming mistakes.
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Figure 1: A schematic representation of a proton exchange membrane fuel cell (PEMFC). Its position in
a stack (left) and a close up of the membrane electrode assembly (MEA, on the right) are indicated.

Methodology - Literature review, categorizing and framework outline

An initial set of literature will be collected via the Scopus search engine. Four search terms will be used:
PEMFC, modeling, degradation and maritime. Maritime will be considered as an optional parameter, as
we expect that there will be very few publications containing all four search terms. For each search term
we try to improve our query by adding its synonyms, spelling variations and abbreviations. For example,
the term PEMFC will be defined as PEMFC, PEFC, “Proton exchange membrane fuel cell”, “PEM
fuel cell or “Polymer electrolyte fuel cell” and modeling as modeling, modelling, simulation, “theoretical
model”, “numerical model” or “computer model”. The abstracts of the Scopus search results will be
checked and relevant articles will be added to the literature list for this publication.

Discussion - code complexity, computational costs, specificity and maritime applicability

Expected outcome on types of PEMFC degradation models:

� Stack models or dedicated degradation models are scarce (most models focus on single PEMFCs or
PEMFC components and aim to model performance at beginning of life (BoL))

� No dedicated maritime degradation models (most studies focus on automotive industry)

Expected outcome related to modeling approaches:

� Computational costs and model complexity go up with increasing dimensions and considering mul-
tiphase flows

� Model validation often occurs via comparison with one set of experimental data and only few
describe the verification procedure

Conclusion - Most suitable modeling framework

Expected outcome:

� Two to three suitable model outlines for holistic modeling of maritime PEMFC stack degradation

� A validation and verification plan, using two sets of experimental data for validation and specific
code checks for verification
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Appendix - Related Unpublished Work

Review on Maritime PEMFC Degradation Causes and Research Gaps

Abstract

Marine fuel cell solutions need to be exceptionally robust and reliable. While degradation of PEMFCs is
commonly studied in automotive applications, the maritime environment is seldomly considered. How-
ever, it may strongly affect the type and extent of damage. In this work we reviewed existing PEMFC
durability research. We grouped external causes, mechanisms and monitoring options and created insight-
ful visuals, showing the relations between them. This resulted in nine schematics of the thirteen different
degradation causes considered in this review (an example is shown in 2). The causes were divided into
three groups: contamination of the fuel and air inlet steams, vessel load profile and motions and vibra-
tions. We categorized the mechanisms as damage to sulphonated polymers, carbon corrosion, catalyst
inactivation and obstruction. Electrochemical impedance spectroscopy and analysis of the exhaust fluid
were considered as promising in-situ analysis options. Post-mortem analysis mostly consists of imaging
techniques. Our overview of PEMFC degradation and its focus on the maritime context provides input
for possible mitigation procedures and improved cell and stack design. It could therefore aid engineers
and ship owners to monitor different types of damage, and when possible adapt ship design and operation
to enhance the PEMFC lifetime. To speed up PEMWE introduction in ships we suggest some areas for
further research. contamination with low levels of sea salt, the influence of hydrogen carriers (including
LOHCs and borohydrides) and the extent to which dynamic inclined operation affects performance and
lifetime.
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Figure 2: Schematic overview of degradation caused by NaCl contamination

Conclusion

PEMFCs are promising zero emission power sources for the maritime industry. Knowledge on their
degradation in maritime applications is, however, limited. One field that requires particular attention is
contamination with representative levels of atmospheric sea salt, as experiments up to now on average
use 9 × 105 times higher NaCl concentrations compared to maritime air. Another interesting field is the
influence of vessel motions and inclined operation. Finally it would be insightful to model the combined
impact of different maritime degradation causes on PEMFC lifetime.
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Modular Control for Hydrogen-based DC Shipboard Power
Systems

T. Kopka*, A. Coraddu, H. Polinder

Department of Maritime and Transport Technology, Delft University of Technology, The Netherlands

Introduction

The transport and energy sectors are confronted with a series of challenges, pushing the in-
dustries to develop innovative and sustainable alternatives. The International Maritime Orga-
nization (IMO) has been prompted to define targets for the reduction of the carbon impact of
ships [1], [2]. Hence, the maritime industry is under pressure to provide solutions for lower-
ing its dependency on fossil fuels. Accordingly, more and more effort is put into research for
zero emission ships (ZES) equipped with alternative power generation and storage technologies.
With the SH2IPDRIVE project [3], a consortium has been brought to life that pursues the pow-
ering of the Dutch maritime sector with hydrogen. Produced from renewable energy sources
(RESs), green hydrogen has the potential to serve as the main energy carrier in a ship. Hydro-
gen fuel cells (FCs) have emerged as the most prominent alternative as the main power supply
in state-of-the-art applications [4], [5]. These are usually hybridized with energy storage sys-
tems (ESSs) due to their limited dynamic capabilities and specific operation characteristics [6].
Hence, FC-battery shipboard power systems (SPS) are a promising solution for decarbonizing
the maritime transport in certain applications. A major challenge for fully exploiting the FC
technology is the control of the electric power system and optimizing the coordination of the
integrated energy resources, which is in the focus of this research.

A key development in the design of the SPS for FC-battery hybrid systems are the use
of electric propulsion with an integrated power system (IPS) [7]. Moreover, the trend goes
towards utilizing direct current (DC) distribution technology [8], [9], especially with many DC
sources on board, e.g. FCs, batteries, and ultra-capacitor (UC). As identified in [10], state-of-
the-art approaches for the control in hydrogen-based DC SPS focus on centralized solutions,
typically for small systems with a single FC system and ESS. Examples involving a centralized
controller computing the power references for the power sources are PI-control as in [11]–[13]
and rule-based control as in [13]–[16]. Filter-based approaches can also commonly be observed
in centralized control strategies in order to achieve a separation of load frequencies matching
the differing characteristics of power supply and storage systems [17]–[19]. For the application
in larger SPS that involve multiple parallel power supplies and ESS systems in a distributed
fashion, centralized solutions are not feasible anymore.

Future SPS are expected to incorporate a wider variety of power supply and ESS technolo-
gies with differing characteristics [5]. All-electric ships (AES) with DC distribution technology
and power electronics interfaces already offer a high degree of flexibility in the power system
topology. This facilitates a simpler integration, extension and reconfiguration of the power
system topology. Hence, components can be connected to the SPS in a modular fashion. This

*Corresponding author: t.kopka@tudelft.nl
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research aims to develop control strategies for ZESs that also reflect this modularity in its power
system control and energy management. A key part of this is to offer a plug-and-play (PnP) ca-
pability that minimizes the effort of integrating new technologies with unique characteristics
into an existing power system topology. Moreover, a modular control framework can support
the fault-tolerance and adaptation to changing circumstances, leading to a more resilient opera-
tion of the ship.

Methodology

This research aims to bring forward modular control strategies that can be implemented in
real-time for the operation of an SPS with a DC distribution system. Specific interest lies
in investigating zero-emission power supplies as an alternative to conventional fossil-fueled
systems. With power electronics interfaced subsystems, the regarded SPS enable a high degree
of controllability of power flows between power supplies, ESSs and loads. An exemplary FC-
battery DC SPS is displayed in Fig. 1.
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Figure 1: Exemplary DC SPS with FC-battery hybrid energy system

Whereas small, integrated power systems can be approached with a central controller com-
puting all power references, more complex topologies also demand a higher control complexity.
Figure 2 shows a generalized control hierarchy for power systems in which functionalities are
distributed among local control, coordinated control, and high level control layers, typically
with an increasing control bandwidth from top to bottom.

Each control functionality can be realized using a specific architecture, depending on the
communication infrastructure used. Whereas current solutions on control for FC-battery SPS
employ a centralized controller for the coordinated control, a decentralized or distributed ar-
chitectures offers a more resilient and scalable alternative. Also, the high level control layer,
including the energy management strategy (EMS), can in principle, be realized in a distributed
or decentralized manner, which increases the modularity of the overall power system control.
The three distinct control architectures are outlined in Fig. 3. Furthermore, the communication
can be realized using either a high- or low-bandwidth network.
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Figure 2: Control hierarchy for electric power systems on ships

In the context of a modular control framework, it is proposed to use standardized decen-
tral controllers for the coordinated control, with parameters tuned depending on the devices’
respective characteristics. A potential synergy between the control layer and physical system
can be achieved by using common equipment, e.g., DCDC converters, for connections to the
DC bus. This yields a unified, standardized hardware and control interface for connecting a
wide variety of sources to the system. To stabilize the DC-bus voltage using FCs and batteries,
droop-based approaches are investigated. In order to account for differing dynamic capabilities
of subsystems, a bandwidth decoupling for different technologies is proposed, aiming at achiev-
ing an efficient dynamic power sharing. The scalability of this approach will be investigated by
of extending the baseline FC-battery system, e.g., with additional parallel FC and battery mod-
ules. The addition of new technologies offers further opportunities to showcase the benefits of
the PnP capability, where especially UCs as fast-response ESS and photovoltaic (PV) systems
as RES offer promising features. A benefit of the approach also lies in the replacement of old
components with riper technology at their end-of-life.

An additional power allocation and generation scheduling for power supplies can be realized
via an EMS to enhance the overall system efficiency. In a FC-battery hybrid system, this encom-
passes the power split between main power supply and ESS and among parallel power supplies.
A central aim of the EMS is the minimization of fuel consumption and component degradation.
Using a centralized controller with low-bandwidth communication can be regarded as modular
if all real-time computations are executed in the local controllers, while the central controller
is merely used for information sharing and as an interface to other systems. In the first step,
it is proposed to utilize a central controller and low-bandwidth communication to realize EMS
functionalities via adaptive functions in the local controllers.

A further challenge for the operation of SPSs arises from uncertainties and changing condi-
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Figure 3: Generic control architectures for electric power systems
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tions during a mission. Both component degradation and operational faults can alter the optimal
conditions for system performance, affecting the availability of resources. The SPS shall be able
to mitigate the effects of changing conditions and faults while maintaining power availability
and an efficient operation of the system’s resources. One focus point is the effect of altered pa-
rameters due to the degradation of components. Especially FCs and batteries show significant
aging effects, which in turn influences the optimal operation of these systems. This issue will
be addressed via adaptive functionalities in the (dynamic) power sharing, state of charge (SoC)
management and EMS, so that system alterations are accounted for. The analysis and mitigation
of effects from faults follows as a next step. The failure of a generation or storage component,
the partial or total failure of an energy conversion device, and the failure of a communication
link are of key interest to this research. The sudden discontinuation of power generation due
to a component failure must be compensated. Hence, sufficient reserve must be maintained for
stabilization, e.g., through virtual inertia provided by ESS, and the EMS shall be able to shift
to a new efficient steady-state operation point. The proposed modular control approach will be
extended to be able to reflect these faults in its coordinated control.

A library-based simulation environment is set up in Matlab/Simulink, including models of
main and auxiliary power supplies, energy storages, power electronics converters, DC bus, and
loads. This allows the modular configuration of power system topologies for the purpose of
testing the developed control strategies on different systems. Real vessels and their measure-
ments are used as reference designs, which can be virtually reconfigured and extended using
the simulation environment. Finally, the proposed control strategies are aimed to be validated
in a power hardware-in-the-loop (PHIL) test-bed, to prove their applicability and performance
in real time.

Discussion

An initial study of the modular control approach for a FC-battery hybrid DC SPS has been
conducted in [10]. This work describes a decentralized, virtual impedance-based strategy for
the coordinated control covering dynamic power sharing, voltage control, and SoC manage-
ment. Simulation results show that this architecture without communication links can achieve
the same quality of power supply and load frequency separation as a centralized PI controller,
given a proper tuning of the local controllers. Here, all components are parameterized so that
they are utilized depending on their dynamic capabilities, which is especially beneficial for the
operation of the FC. This approach has been extended by a modular EMS within a control hier-
archy in [20]. The modularity of the approach is maintained by utilizing a low-bandwidth com-
munication to enable information sharing among local controllers. A central controller is added
to aggregate information while all key functionalities remain in the local controllers. This work
showcases that a hierarchical control architecture can be realized using a modular approach.
Furthermore, a central controller can contribute to facilitate awareness of global parameters and
operator inputs while critical computations for the coordinated control remain decentralized.

Conclusions

The design of SPS is shifting from conventional diesel-driven topologies towards all-electric
ships with an IPS, DC distribution, and zero-emission technologies. More components are in-
tegrated into future SPS, increasing their complexity and demanding for appropriate control
strategies. This research proposes the development of a modular control framework facilitating
the integration of a wide variety of differing power supply and storage technologies. Current
contributions have shown that this modular approach can be used for both the coordinated con-
trol and energy management in a hierarchical control scheme for FC-battery systems.
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In future investigations, the modular framework will be expanded to include further tech-
nologies and prove its effectiveness in dealing with a reconfiguration of the power system. A
key challenge will be to deal with a multitude of power supplies and ESS with differing charac-
teristics while maintaining an efficient operation of the power system. Furthermore, an analysis
of system level faults and real-time adaptation to system alterations will be in the focus of
research on this topic.

References

[1] T.-H. Joung, S.-G. Kang, J.-K. Lee, and J. Ahn, “The IMO initial strategy for reducing
Greenhouse Gas(GHG) emissions, and its follow-up actions towards 2050,” Journal of
International Maritime Safety, Environmental Affairs, and Shipping, vol. 4, no. 1, pp. 1–7,
Jan. 2020.

[2] “Fourth Greenhouse Gas Study 2020,” https://www.imo.org/en/OurWork/
Environment/Pages/Fourth-IMO-Greenhouse-Gas-Study-2020.aspx.

[3] “Sustainable Hydrogen Integrated Propulsion Drives (SH2IPDRIVE),”
https://sh2ipdrive.com/.

[4] J. F. Hansen and F. Wendt, “History and State of the Art in Commercial Electric Ship
Propulsion, Integrated Power Systems, and Future Trends,” Proceedings of the IEEE, vol.
103, no. 12, pp. 2229–2242, Dec. 2015.

[5] C. Nuchturee, T. Li, and H. Xia, “Energy efficiency of integrated electric propulsion for
ships – A review,” Renewable and Sustainable Energy Reviews, vol. 134, p. 110145, Dec.
2020.

[6] N. Shakeri, M. Zadeh, and J. Bremnes Nielsen, “Hydrogen Fuel Cells for Ship Electric
Propulsion: Moving Toward Greener Ships,” IEEE Electrification Magazine, vol. 8, no. 2,
pp. 27–43, Jun. 2020.

[7] S. Jayasinghe, L. Meegahapola, N. Fernando, Z. Jin, and J. Guerrero, “Review of Ship
Microgrids: System Architectures, Storage Technologies and Power Quality Aspects,”
Inventions, vol. 2, no. 1, p. 4, Feb. 2017.

[8] M. Butcher, R. Maltby, and P. S. Parvin, “Compact DC power and propulsion systems - the
definitive solution?” in 2009 IEEE Electric Ship Technologies Symposium. Baltimore,
MD, USA: IEEE, Apr. 2009, pp. 521–528.

[9] L. Xu, J. Guerrero, A. Lashab, B. Wei, N. Bazmohammadi, J. Vasquez, and A. Abusorrah,
“A Review of DC Shipboard Microgrids—Part II: Control Architectures, Stability Analy-
sis, and Protection Schemes,” IEEE Transactions on Power Electronics, vol. 37, no. 4, pp.
4105–4120, Apr. 2022.

[10] T. Kopka, F. Mylonopoulos, A. Coraddu, and H. Polinder, “Decentralized Power Shar-
ing with Frequency Decoupling for a Fuel Cell-battery DC Shipboard Power System,” in
Modelling and Optimisation of Ship Energy Systems (MOSES), Delft, The Netherlands,
Oct. 2023, in press.

5

466



[11] C.-L. Su, X.-T. Weng, and Ching-Jin Chen, “Power generation controls of fuel cell/energy
storage hybrid ship power systems,” in 2014 IEEE Conference and Expo Transportation
Electrification Asia-Pacific (ITEC Asia-Pacific). Beijing, China: IEEE, Aug. 2014, pp.
1–6.

[12] H. Chen, Z. Zhang, C. Guan, and H. Gao, “Optimization of sizing and frequency control in
battery/supercapacitor hybrid energy storage system for fuel cell ship,” Energy, vol. 197,
p. 117285, Apr. 2020.

[13] L. Balestra and I. Schjølberg, “Energy management strategies for a zero-emission hybrid
domestic ferry,” International Journal of Hydrogen Energy, vol. 46, no. 77, pp. 38 490–
38 503, Nov. 2021.

[14] J. Han, J.-F. Charpentier, and T. Tang, “An energy management system of a fuel
cell/battery hybrid boat,” Energies, vol. 7, no. 5, pp. 2799–2820, 2014.

[15] A. M. Bassam, A. B. Phillips, S. R. Turnock, and P. A. Wilson, “Development of a multi-
scheme energy management strategy for a hybrid fuel cell driven passenger ship,” Inter-
national Journal of Hydrogen Energy, vol. 42, no. 1, pp. 623–635, Jan. 2017.

[16] L. Zhu, J. Han, D. Peng, T. Wang, T. Tang, and J.-F. Charpentier, “Fuzzy logic based
energy management strategy for a fuel cell/battery/ultra-capacitor hybrid ship,” in 2014
First International Conference on Green Energy ICGE 2014, Mar. 2014, pp. 107–112.

[17] Z. Jin, L. Meng, J. C. Vasquez, and J. M. Guerrero, “Frequency-division power sharing
and hierarchical control design for DC shipboard microgrids with hybrid energy storage
systems,” in 2017 IEEE Applied Power Electronics Conference and Exposition (APEC),
Mar. 2017, pp. 3661–3668.

[18] K. Kwon, D. Park, and M. K. Zadeh, “Load Frequency-Based Power Management for
Shipboard DC Hybrid Power Systems,” in 2020 IEEE 29th International Symposium on
Industrial Electronics (ISIE), Jun. 2020, pp. 142–147.

[19] P. Xie, S. Tan, N. Bazmohammadi, Josep. M. Guerrero, Juan. C. Vasquez, J. M. Alcala,
and J. E. M. Carreño, “A distributed real-time power management scheme for shipboard
zonal multi-microgrid system,” Applied Energy, vol. 317, p. 119072, Jul. 2022.

[20] T. Kopka, C. Loeffler, A. Coraddu, and H. Polinder, “Hierarchical Control Strategy for
Fuel Cell-Battery Shipboard Power System Utilizing a Modular Control Architecture,” in
IEEE Transportation Electrification Conference and Expo, Asia-Pacific (ITEC-AP), Chi-
angmai, Thailand, Nov. 2023, in press.

6

467



1 

New PVA based PEMs for use in LTFCs 

C. De Luca1, E. De Gregorio2,3, A. Occhicone2, G. Roviello2, C. Ferone2, V. Cigolotti3,

E. Jannelli2, A. Pozio3, O. Tarallo1

1University of Naples Federico II, Department of Chemical Sciences, Complesso Universitario di Monte 

Sant’Angelo, 80126 Naples, Italy 
2University of Naples Parthenope, Department of Engineering, Centro Direzionale, Isola C4, 80143 Naples, 

Italy 
3ENEA Italian National Agency for Energy, New Technologies and Sustainable Economic Development, 

Department of Energy Technologies and Renewable Sources, Laboratory of Energy Storage, batteries and 

Hydrogen Production and Use (TERIN PSU ABI), C.R. Casaccia, Rome, Italy; 

Introduction 

Fuel cells convert chemical energy to electrical energy via an electrochemical reaction. They 

are more efficient than traditional heat engine-based power systems and can have zero or near-

zero emissions during operation. As a leading technology in alternative green energy, fuel cells 

are finding applications in many areas, including transportation, portable power, and stationary 

power generation [1]. These uses have driven development of several different types of fuel 

cell technologies. In this work we focus our attention on low-temperature proton exchange 

membrane fuel cells (LTPEMFCs).   

A LTPEMFC consists of an anode and a cathode separated by a PEM, a solid electrolyte. These 

electrochemical power generators convert chemical energy to electrical energy, in a manner 

similar to that of batteries. This type of FC uses a proton conductive polymer membrane as 

electrolyte and operates at relatively low temperatures (60-90 °C), by electrochemically 

combining hydrogen fuel and oxygen to produce electricity, water, and heat [2]. Hydrogen fuel 

is oxidized at the anode to produce electrons and protons (eq. 1). The PEM acts to physically 

separate the two half-cell reactions and force electrons to pass throught an external circuit 

where they can do electrical work before returning to the cathode while the mobile protons pass 

through the membrane [1]. At the cathode, oxygen is reduced due its combination with the 

electrons and the mobile ions, completing the reaction and forming water as a waste product 

(eq. 2) [1]. 

H2 → 2H+ + 2e−   (eq. 1) 

1

2
O2 + 2H+ + 2e− → H2O   (eq. 2) 

Thus, the overall reaction is reported as (eq. 3). 

H2 +
1

2
O2 → H2O     (eq. 3) 

This process continues producing electricity so long as fuel and oxidant are supplied to the cell, 

whereas in a battery, the fuel and oxidant are contained in the electrode materials themselves. 

Fuel cells are known for their high power density, compact size, and quick response to changes 

in power demand [3]. The most widely used solid electrolytes in LTFCs are solid sulfonated 

fluoropolymers (namely Nafion®). The fluoropolymer backbone of that material delivers a 

mechanically strong, chemically resistant structure while the sulfonic acid groups provide both 

hydrophilicity and surface acidity that facilitate proton conduction [3]. Despite Nafion® has 
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been widely used as a benchmark material in LTPEMFCs due to its excellent properties [4], 

there are ongoing innumerable efforts to develop alternative PEM with improved performance, 

lower cost, and enhanced durability in respect to it.  

Poly(vinyl alcohol), PVA, seems to be a promising candidate for use as a proton exchange 

membrane in LTFCs due to its good thermal and mechanical stability and low gas permeability 

[5]; however, it cannot be applied in this field because it is soluble in water and does not possess 

negatively charged groups that can transport protons. Nevertheless, in order to overcome this 

limitation, PVA polymer chains can be easily cross-linked and functionalized so that the 

material became water insoluble and capable of efficiently carrying mobile ions [6]. In this 

contribution we propose new PVA based membranes crosslinked with an alternative 

sulfonating and crosslinking agent, the 5-sulfoisophthalic acid (SIPA), characterized by good 

proton conductivity and water management together with good mechanical properties, and 

thermal stability. 
 

Methodology  

The PVA based membranes were obtained dissolving commercial PVA powder in deionized 

water for 6 h at 70 °C under magnetic stirring. After the PVA aqueous solution had become 

transparent, a given amount of SIPA, ranged between 10 and 40% by weight respect to PVA, 

was added dropwise to it, followed by stirring the PVA/SIPA solution at room temperature for 

further 12 h. After carrying out the chemical reaction for a given time, the membrane was then 

obtained by solution casting process, pouring the solution into a petri dish, and letting the water 

evaporate at room temperature in a hood. Finally, the obtained PVA/SIPA dried membranes 

were then peeled off from the substrate, heated at 120°C for 30 min to complete the crosslinking 

and then stored in a desiccator at 100% relative humidity until further testing. The membranes 

thickness of the cast membranes ranged between 100 and 150 μm, with a diameter of 10 cm. 

The overall reaction for the obtainment of the membranes with various grade of cross-linking 

agent is shown in Fig. 1. 

 

 
Fig. 1 - Chemical reaction between PVA and SIPA to form crosslinked/sulfonated PVA. 

 

The obtained samples were characterized from a chemical and structural point of view by using 

Wide Angle X-Ray diffraction and Fourier Transform Infrared spectrophotometry. Thermal 

stabilities of PVA and the modified PVA membranes were examined by using a 

thermogravimetric analyzer (TGA). Measurements of water uptake (WU) values of crosslinked 

PVA membranes were conducted by immersing them into deionized water at 25°C for 24 h. 

After that, the swollen membranes were taken out, wiped with tissue paper, and immediately 

weighed. The water uptake values of the membranes were then calculated from (eq. 4). 

 

W(%) = [(Wwet − Wdry) Wdry⁄ ] × 100                                                                           (eq. 4) 
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Where Wwet is the weight of the water swollen membrane and Wdry is the weight of the dried 

membrane [7]. 

Ion-exchange capacity (IEC) of the membranes was measured by a titration technique [8]. The 

membranes were immersed in 25 mL of 1 M HCl solution for 24 h to protonate all sites; 

subsequently, the membranes were washed with deionized water to remove excess acid and 

then immersed in 25 mL of 1 M NaCl solution for 24 h to promote the exchange between H+ 

and Na+. After that, the IEC value was determined by carrying out a titration of the solution 

with 0.01 M NaOH to evaluate the amount of exchanged protons. The IEC values of the 

membranes were calculated by using (eq. 5). 

 

IEC (meq g⁄ ) = (VNaOHCNaOH Wdry)⁄                                                                                 (eq. 5) 

 

Where VNaOH is the volume in mL of the added NaOH, CNaOH is the concentration of NaOH 

and Wdry is the weight of the dried membrane [8]. 
 

Discussion  

Fig. 2 show X-Ray diffraction (XRD) patterns of the developed membranes. All the samples 

exhibit a very similar diffraction pattern, with a main broad diffraction peak centered at about 

2θ=20° thus indicating that, as expected, no significant structural modification has occurred in 

respect to pristine PVA film.  

On the contrary, FTIR spectra of the crosslinked PVA/SIPA membranes differed significantly 

from that the pure PVA membrane (Fig. 3). A broad peak at wavenumber ranging between 

3000 and 3600 cm-1, representing the hydroxyl group of PVA can be observed [9]. In addition, 

five new peaks were noted at 1918, 1715, 1235, 1187 and 1043 cm-1 that could be attributed to 

the aromatic CH bending, the -CO-O- ester group, the O=S=O symmetric stretching, the 

O=S=O asymmetric stretching and the C-O-C acetal linkage, respectively [9]. In addition, the 

intensities of these bands increase as increasing the SIPA content.  
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Fig. 2 - X-Ray diffraction pattern of PVA and PVA/SIPA membranes. 
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Fig. 3 – FTIR spectra of PVA and PVA/SIPA membranes. 

Fig. 4 shows overlaid TGA thermograms of the pristine PVA and the modified membranes. 

For pristine PVA, the first weight loss occurred at approximately 100 °C from the removal of 

adsorbed water. The second weight loss (approximately 63%) between 230 and 350 °C is 

associated with the dehydration of hydroxyl groups between intra- or inter-chains in the PVA 

polymer [10]. The last weight loss appeared after 400 °C and is mainly correlated to the 

decomposition of the PVA chains. In terms of thermal stability for PVA/SIPA samples, there 

are three consecutive weight loss steps. The first weight loss from 60 to 160 °C could be 

ascribed to the removal of adsorbed water and water generated from the esterification process. 

The second weight loss occurred between 190 and 290 °C could be related to the desulfonation 

and dissociation of the ester bonds [11]. Finally, the third weight loss occurred after 400 °C 

and is related to the degradation of the polymer backbones in the crosslinked membranes. In 

addition, the residual amounts of PVA/SIPA were higher than pristine PVA, suggesting that 

PVA/SIPA is more thermally stable than PVA and the thermal stability increases with an 

increasing content of SIPA. 
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Fig. 4 – Overlaid TGA thermograms of PVA and PVA/SIPA membranes. 

Tab. 2 show the water uptake values of the PVA/SIPA membranes. Compared to the pristine 

PVA membrane, the crosslinked ones do not dissolve in water and show a water content that 

decreases as the amount of SIPA increases, as would be expected from the ever-increasing 

crosslinking between the PVA chains. Tab. 2 also shows the IEC values of the membranes 

containing 20 and 40% wt. of SIPA. For the PVA membrane crosslinked with 40% wt. of 

SIPA, an IEC value of 1.56 meq/g was achieved, significantly higher than that of Nafion®, 

which has an IEC value of approximately 0.95 meq/g. 

Tab. 2 – WU and IEC values of crosslinked PVA membranes. 

Sample Water uptake [%] Ion-exchange 

capacity (meq/g) 

PVA/SIPA 10 % wt. 181 / 

PVA/SIPA 20 % wt. 160 0.873 

PVA/SIPA 30 % wt. 139 / 

PVA/SIPA 40 % wt. 118 1.56 

Conclusion 

Crosslinked proton exchange PVA/SIPA membranes were successfully obtained through 

solution casting procedure and seem to be promising for FCs applications. Preliminary results 

show that the chemical and physical properties of these membranes seem to be significantly 

enhanced with increasing the concentration of the crosslinking agent. Further studies are in 

progress to improve the chemical, physical and mechanical properties of the newly developed 

membranes and to complete the chemical, physical and electrochemical characterization of the 

obtained membranes. After having completed the thermal and electrochemical 

characterizations, a MEA will be produced and tested in an operational cell. 
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Introduction 

Excessive CO2 emissions from human activities significantly intensified global climate change. 

To achieve net zero emissions, these CO2 emissions must be balanced by CO2 utilization and 

sequestration. The electrochemical CO2 reduction (eCO2R) reaction is a promising technology 

for valorizing anthropogenic CO2 emissions and storing energy for intermittent renewable 

sources like wind and solar. It can be carried out at ambient temperature and pressure, 

producing various products like formic acid, carbon monoxide, methane, methanol, and 

ethylene. However, the stability of CO2 and the possibility of multiple products present 

challenges in energy efficiency and product selectivity. Electrocatalytic materials enhance CO2 

reduction by lowering activation barriers and reducing energy inputs, leading to faster kinetics 

for product generation. Recent efforts have improved electrocatalyst activity and selectivity, 

but electrocatalyst deterioration hinders eCO2R's technology readiness for industrial 

applications. [1-4] 

We have explored Tin oxide (SnO2) nanoparticles as electrocatalysts for selective eCO2R to 

formic acid, a promising hydrogen energy carrier with low toxicity and acceptable 

flammability. [5,6] Sn-based electrocatalysts have been extensively studied due to their high 

selectivity towards formic acid, low toxicity, non-noble nature, and ecological and inexpensive 

properties. A variety of Sn-based electrocatalysts, including bulk Sn, nanoparticles, alloys, 

oxides, sulfides, and carbon-supported catalysts, have been reported for eCO2R reaction. [7] 

Despite their advanced morphology and composition, Sn-based electrocatalysts are more 

susceptible to degradation due to more new degradation mechanisms during eCO2R reaction. 
[8] Therefore, obtaining prolonged electrocatalyst stability is crucial to maintain their enhanced 

activity and selectivity over long-term operation. Thus, Sn-based electrocatalyst stability 

remains insufficient as degradation processes during eCO2R reaction inhibit the long-term 

electrocatalytic activity of these catalysts. Developing new catalyst architectures requires a 

better understanding of performance and challenges with existing electrocatalysts, which will 

be discussed through SnO2 nanoparticles. Later, new Sn-based electrocatalysts with core-shell 

morphology, which can minimize most degradation processes through particle confinement, 

will be produced and compared to the performance of SnO2 nanoparticles. [9,10] 

Methodology  

SnO2 nanoparticles were synthesized using the polyol method reported by Soltan et al. [11] The 

choice of the polyol method was based on the advantageous functionalities such as chelating 

properties of the polyols for controlling particle size, particle growth, and agglomeration, 

yielding high-quality nanoparticles. SnO2 nanoparticles were characterized with a set of 
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techniques.  X-ray diffraction (XRD), Raman and Transmission electron microscopy (TEM) 

were used to investigate the material composition and morphology of SnO2 nanoparticles. 

All electrochemical CO2 reduction experiments were conducted using a three-electrode system 

connected to an electrochemical workstation (BioLogic VMP3) in a gas-tight two-

compartment H-cell separated by Nafion 117 membrane at room temperature (298 K) and 

atmospheric pressure. SnO2 nanoparticles coated on Toray carbon paper are used as the 

working electrode and placed in the cathodic chamber alongside the reference electrode. 

Platinum wire is used as the counter electrode. Linear sweep voltammetry (LSV, scan rate 

5 mV s−1) and cyclic voltammetry (scan rate 50 mV s−1) were performed before and after 

chronoamperometry tests at different potentials. Gaseous and liquid products generated during 

chronoamperometry measurements were quantified by gas chromatography (GC) and high-

performance liquid chromatography (HPLC), respectively. The electrochemical active surface 

area (ECSA) for the working electrodes was determined using electrochemical double-layer 

capacitance measurement. All working electrode potentials are reported with respect to 

reversible hydrogen electrodes (RHE). 

 

Discussion 

The study investigates the performance of SnO2 nanoparticles synthesized using the polyol 

method for electrocatalytically reducing CO2 to HCOOH in aqueous electrolyte (0.5 M 

KHCO3). The eCO2R reaction competes with the H2 evolution reaction (HER), with the 

standard equilibrium potential values being -0.12 V for CO2 to HCOOH and 0.0V for HER. 

Linear Sweep Voltammetry (LSV) experiments were conducted to investigate electrocatalyst 

selectivity towards the eCO2R reaction over HER. The early onset of increasing current density 

in CO2 saturated electrolyte over Argon saturated electrolyte suggests SnO2 nanoparticles have 

better selectivity toward the eCO2R reaction [see Figure 1(a)]. Chronoamperometric 

measurements were conducted to evaluate the product selectivity of the eCO2R reaction at 

various applied potentials [see Figure 1(b)]. The faradaic efficiency of different products was 

calculated, with formate first detected at -0.7V. The efficiency increased to >80% at -0.8 V and 

-1.2 V [see Figure 1(c)]. Faradaic efficiency for the two gaseous side products (CO and H2) 

remained small at low-to-medium overpotentials. The partial current density for formate 

increased with increasing applied potential, reaching a maximum of 25 mA/cm2 at -1.2 V [see 

Figure 1(d)].  
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Figure 1(a) Linear sweep voltammetry (scan rate 5 mV/s) in 0.5 M Argon-saturated KHCO3 

(blue trace) and 0.5 M CO2-saturated KHCO3 (red trace), (b) Chronoamperometry 

measurements for over 2 h of reaction at each given potential (c) Faradaic efficiency and (d) 

partial current density of formate, CO, and H2 at different applied potentials 

 

SnO2 nanoparticles showed selective CO2 to formate conversion in H-cell testing. However, 

electrocatalysts often undergo degradation processes, leading to the loss of active sites. 

Analyzing ECSA values before and after chronoamperometric measurements revealed a 

decrease in Cdl correlated with increased applied potential, suggesting detachment to 

agglomeration [see Figure 2(a)]. The complete reduction of SnO2 suppressed redox features 

associated with SnO2, indicating overall restructuring of the electrocatalyst [see Figure 2(b)]. 
[12] These structural changes and decreased surface area resulted in active site losses, which 

reduced the performance of the SnO2 electrocatalyst, evidenced by decreased current density 

from LSV [see Figure 2(c)]. 
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Figure 2(a) Cdl measurements before and after chronoamperometric tests at different applied 

potentials and (b) cyclic voltammetry demonstrating changes in peak size observed before and 

after chronoamperometric tests at -0.8V (c) LSV before and after chronoamperometric tests at 

-0.8V. 

 

Conclusions  

Evaluation of SnO2 nanoparticles as electrocatalysts for eCO2R reaction in H-cell configuration 

provided mechanistic insight like catalyst restructuring during eCO2R and surface area losses 

using fundamental electrochemical descriptors. These electrochemical descriptors are essential 

in understanding ways of catalyst degradation during electrochemical measurements, thus 

allowing the identification of the steps and conditions that control electrocatalyst performance. 

This analysis can help us compare the electrochemical performance subsequently developed 

by the proposed electrocatalyst with SnO2 nanoparticles and serves as the standard baseline for 

observing performance enhancements arising from structural modifications. 
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Introduction 

 

Proton Exchange Membrane Fuel Cells (PEMFCs) hold promise for clean power generation 

in a range of applications including aerospace, marine, heavy duty automotive and stationary 

power. The electrochemical reactions of hydrogen and oxygen responsible for power 

generation in PEMFCs take place at the surface of electrodes with geometric surface areas 

of several hundred cm² [1]. The distribution of the electrochemical reactions across each 

electrode is not uniform, giving rise to significant spatial variation in critical operating 

parameters such as temperature, current density, and reactant concentrations [2]. Local 

oxygen starvation at the cathode catalyst layer (CL) can result in poor performance and 

accelerated degradation [3] (see Figure 1). 

 

 

 
 

Figure 1: (a) Normal operation, (b) Air starvation 
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As a result, maintaining a uniform oxygen concentration is important for maximizing 

PEMFCs' performance and extending their lifetime. Techniques for direct, spatially-

resolved measurement of oxygen concentration have not received as much attention as 

current or temperature.  At present, there are no direct means to make spatially-resolved 

measurements of oxygen concentration across the plane (in plane) of PEMFC electrodes, 

particularly at the interface of the CL and membrane (CL/PEM). 

 
 

Methodology  

 

The goal of this research is to develop in-situ sensors and instrumentation to measure and 

map oxygen concentration inside a 250 cm² PEMFC. Prior to conducting in situ 

measurements, it is required to perform ex situ measurements only for the purpose of 

validating the concept. Micrometer platinum (Pt) wire was implemented for developing the 

oxygen sensors for ex situ measurements (see Figure 2).  

 

 

 
(a) 

 
 

 

 

(b) 

  
Figure 2: (a) Two different sizes of the Pt wire, (b) tip of the 15 µm Pt wire 

 

Initially, the developed oxygen sensor was evaluated using a three-electrode cell and liquid 

electrolyte (0.1 M Perchloric acid). The three-electrode system consists of a Reference 

electrode (RE), a Counter electrode (CE), and a Working electrode (WE) (see Figure 3). 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
Figure 3: (a) Three electrode system, (b) RE (reversible hydrogen electrode), (c) CE (Pt coil), (d) WE (Pt 

wire as an oxygen sensor) 

Electrochemical techniques including cyclic voltammetry and chronoamperometry were 

applied to characterise the sensor elements and evaluate their performance for oxygen 

concentration measurement. After confirming the proof of concept, in-situ measurements 

will be conducted by designing and printing an array of oxygen sensors onto a membrane 

layer and then inserting them at the interface of the CL/PEM, as shown in Figure 4. An 

inkjet printer will be utilized to create the sensor array. 

 
 

Figure 4: 3D schematic of an array of developed oxygen sensors at the interface of the CL/PEM 

 

Discussion  

Chronoamperometry measurements were conducted for ex situ experiment using three 

known oxygen concentrations at constant applied potential (0.4 V) in the mass transport-

limited regime. To guarantee a baseline measurement free from oxygen disturbance, the 

experiments started with nitrogen purging (zero current). The obtained results showed an 

appropriate response of the developed oxygen sensor to the oxygen concentration changes 
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in the electrolyte solution. As depicted in Figure 4, when 20.9% oxygen was introduced into 

the cell, the oxygen reduction reaction (ORR) current transitioned from zero to a value of -

7.27 × 10-8 A. Upon reducing the oxygen concentration to 4%, the ORR current showed a 

drop, reaching -1.36×10-8 A. Subsequently, it further decreased to -3.44×10-9 A when the 

oxygen concentration reached 1% (see Figure 5).    

 

 
 

Figure 5: Response of the developed oxygen sensor to changes in oxygen concentrations from 0 %  to 20.9 

%, 4% , and 1%. 

Steady-state ORR current is proportional to oxygen concentration. The obtained results were 

used to create a calibration curve for determining oxygen concentration based on the 

measured current, with an accuracy of ±1% (see Figure 6).  

 

 
 

Figure 6: Calibration curve 
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Conclusions  

The primary objective of this study is to map and measure oxygen concentration at the 

interface of CL/PEM in a 250 cm 2 PEM fuel cell. To validate the concept of oxygen 

concentration measurement, an ex situ experiment was conducted. The subsequent phase 

involves designing and printing an array of oxygen sensors and conducting spatially-

resolved measurements. The outcomes of this research could be utilized to optimize flow 

field designs and improve stack durability and performance.  
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Abstract 

A novel weighted-sum-of-gray-gases model (WSGGM) is proposed to estimate the non-gray 

radiative properties of water in a hydrogen combustion chamber. The line-by-line (LBL) 

method will employ the HITEMP 2010 (High-Temperature Molecular Spectroscopic) database 

to compute the total emissivity of H2O. Based on the total emissivity benchmark from LBL, 

new correlation coefficients for the weighted sum of gray gas models (WSGGM) will be fitted 

for a given gas temperature, partial pressure, path length, and number of gray gases. The 

accuracy and effectiveness of the new WSGGM will be verified against the LBL results and 

previously developed WSGGM in the literature. The developed model will be applied to 1D 

and 3D benchmark hydrogen combustion simulations using CFD to solve the heat flux 

distribution and heat source within the combustion chamber, employing the radiative transport 

equation (RTE) in non-isothermal and non-homogeneous conditions. 

 

Introduction 

Combustion modelling plays a crucial role in understanding and optimizing industrial 

processes. In recent years, the focus has been on cleaner fuel alternatives because of climate 

change impacts and rising global energy demand. Hydrogen plays a vital role in de-carbonizing 

various sectors such as industry, transport, power generation, and building in countering the 

challenges of climate change, fluctuating energy costs, energy dependability, and global 

political dynamics [1-3]. Due to its high energy content, rapid flame propagation, and zero 

greenhouse gas emissions, hydrogen combustion is promising for achieving a greener future. 

However, hydrogen poses difficulties for combustion technology due to its strong reactivity 

and fast flame speed [4-5]. Burning hydrogen in MILD (Moderate or Intense Low Oxygen 

Dilution) combustion offers a viable advantage in terms of combustion efficiency, fuel 

consumption, heat transfer, flame stability, and emissions reduction [6-7]. Hydrogen 

combustion predominantly relies on radiative heat transfer due to high flame temperatures. 

Accurate prediction of radiative heat transfer in hydrogen combustion systems is challenging 
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because of the drastic and rapid change of the radiative properties of the reacting gases in the 

entire spectrum. The modeling of gas radiation is crucial to predict flame structure and 

temperature distribution, as well as to enhance the heat transfer in the system [8]. Several 

approaches have been employed to model gas radiation in combustion chambers, like spectral 

line-by-line, spectral band, and global models. The weighted sum of gray gases (WSGG) model 

is commonly used due to its simplicity, accuracy, and computational efficiency [9]. In this 

work, a new WSSGM model will be developed to estimate the non-gray radiative properties of 

water in hydrogen combustion through the HITEMP2010 database and line-by-line approach 

at different temperatures and path lengths. Developing accurate and computationally efficient 

radiation models is crucial to optimizing combustion systems and achieving cleaner and more 

efficient combustion processes. 

 

Methodology  

 

The HITEMP 2010 (High-Temperature Molecular Spectroscopic) database will be utilized 

within the line-by-line (LBL) method to precisely compute the total emissivity of H2O [10]. A 

new weighted-sum-of-gray-gases model (WSGGM) correlation coefficient of H2O will be 

fitted using the LSQCURVEFIT algorithm with the emissivity from the LBL benchmark. The 

WSGGM polynomial coefficients are estimated using multivariate regression for a gas 

temperature range of 400- 2500K and pressure-path length product between 0.01 and 60 atm.m. 

Four gray gases (Ng = 4) with one transparent gas is employed, and the total pressure of the 

gas is kept at 1 atm. 

 

Line-by-line absorption coefficient estimation 

A line-by-line approach has been used to calculate the spectral absorption coefficient with a 

uniform spectral spacing. The absorption coefficient depends on the types of molecules, the 

number of waves, the temperature, the gas's partial pressure, and the gas mixture's total pressure 

[11]. 

The spectral absorption coefficient at a specific wave number can be computed by integrating 

contributions from all transition lines through the Lorentz profile. 

𝐾𝜂 = 𝑁(𝑝, 𝑇)∑(𝑆𝑖(𝑇)𝑓𝑖(𝜂 − 𝜂𝑖))

𝑖
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Where the parameter, 𝐾𝜂  is the spectral absorption coefficient at wave number 𝜂, N is the 

number density of the absorbing molecules of the participating gases (H2O), 𝑆𝑖 is the integrated 

intensity of the ith transition line, 𝜂 is the wave number location, 𝜂𝑖 is the spectral line location, 

and 𝑓𝑖(𝜂 − 𝜂𝑖) is the line shape function at the wavenumber 𝜂. 

The line intensity at the ith spectral line for a given temperature can be calculated as: 

𝑆𝑖(𝑇) = 𝑆𝑖(𝑇𝑟𝑒𝑓) (
𝑄(𝑇𝑟𝑒𝑓)

𝑄(𝑇)
)

(

 
 
𝑒𝑥𝑝 (−

𝐶2𝐸𝑖
𝑇
)(1 − 𝑒𝑥𝑝 (−

𝐶2𝜂𝑖
𝑇
))

𝑒𝑥𝑝 (−
𝐶2𝐸𝑖
𝑇𝑟𝑒𝑓

) (1 − 𝑒𝑥𝑝 (−
𝐶2𝜂𝑖
𝑇𝑟𝑒𝑓

))
)

 
 

 

Where 𝑆𝑖(𝑇𝑟𝑒𝑓) is the line intensity at a reference temperature, 𝐸𝑖 is the lower state energy of 

the ith transition line, Q represents the total internal partition sums and, 𝐶2 = 1.43877 𝑐𝑚𝐾 is 

the second Plank's constant. 

The normalized Lorentz line profile is used to evaluate the line shape function, 𝑓𝑖(𝜂 − 𝜂𝑖). It 

describes the broadening of the spectral lines which is caused by the collisions between the 

molecules.  

𝑓𝑖(𝜂 − 𝜂𝑖) =
1

𝜋

(

 
 

((
𝑇𝑟𝑒𝑓
𝑇
)
𝑛𝑎𝑖𝑟

[𝛾𝑎𝑖𝑟(𝑃𝑡 − 𝑃𝑎) + 𝛾𝑠𝑒𝑙𝑓𝑃𝑎])

((
𝑇𝑟𝑒𝑓
𝑇
)
𝑛𝑎𝑖𝑟

[𝛾𝑎𝑖𝑟(𝑃𝑡 − 𝑃𝑎) + 𝛾𝑠𝑒𝑙𝑓𝑃𝑎])

2

+ (𝜂 − 𝜂𝑖)2
)

 
 

 

Where, γair  and γself  are the air-broadened and self-broadened line half-widths, nair  is a 

temperature-dependent coefficient, Pt the total pressure and Tref = 296 K. The parameters of 

the spectral line Q, ηI, Si(Tref), EI, γair, γself, and n is obtained from the HITEMP 2010 

databases [10]. 

Based on the spectral absorption coefficients, the total emissivity of the gas medium is 

estimated line-by-line as follows. 

𝜀𝐿𝐵𝐿 =
∫ 𝐼𝑏𝜂(𝑇)[1 − exp(−𝑘𝜂𝐿)]𝑑𝜂
∞

𝜂=0

𝜎𝑇
𝜋
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Where, 𝐼𝑏𝜂 is the spectral blackbody intensity at wavenumber 𝜂, which is calculated by Plank's 

law. 

𝐼𝑏𝜂 =
𝐶1𝜂

3

[𝑒
𝐶2𝜂
𝑇 − 1]

 

Where, C1 = 2πhco
2 and C2 =

hco

kB
  , co is the speed of light in a vacuum (2.998 x108

m

s
), h is 

the Planck's constant (6.626 x 10−34Js), kB is Boltzmann's constant (1.3807x 10−23J/K), σ is 

the Stefan Boltzmann constant  5.67X 10−8
W

m2K4
 , and T is the local temperature of the gas. 

WSGGM-based total emissivity estimation 

The WSGGM represents the spectrum of transparent windows and a few gray gases with 

uniform pressure absorption coefficients and specific temperature weighting factors [12]. It 

assumes that the absorption coefficient is independent of the gas temperature; however, each 

gray gas's weighting factors are temperature-dependent. 

Based on the spectral absorption coefficient, the total emissivity of a H2O is calculated by. 

ε =∑ 𝑎𝑖(Tg)(1 − e
−kiP(H2O)L)

Ng

i=0

 

Where, 𝑎𝑖 is the temperature-dependent emissivity weighting factor for ith gray gas, Tg is the 

gas temperature, Ng  is the number of gray gases,  ki is the pressure absorption coefficient, 

P(H2O) is the participating gas's partial pressure in combustion chambers, and L is the beam 

length. 

The absorption coefficient of each gray gas is estimated as. 

 

ki =∑di,k Mr
k 

Ng

k=0

 

Where Mr
k  is a molar ratio of kth gray gas in gas mixture. 
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{
 
 
 

 
 
 ai(Tg) =∑bi,j (

Tg

Tref
)
j4

j=0

, ai > 0,    bi,j =∑Ci,j,kMr
k

4

k=0

   

K0 = 0,   a0(Tg) = 1 −∑ai   a0 > 0

Ng

i=0

 spectral windows between the absorption bands

Tref = 1200 K, and P is the partial pressure of water

 

 

Discussion  

 

The expected outcome of this research is to develop a novel non-gray gas-radiation model 

based on the Weighted Sum of Gray Gas Model (WSGGM) to enhance the understanding of 

radiative heat transfer in hydrogen combustion environments. The estimated emissivity will be 

verified against established models and data from the literature, ensuring its accuracy and 

applicability under non-isothermal and non-homogeneous conditions.  

 

Conclusions  

Accurately predicting radiative heat transfer is crucial for preventing local overheating, 

managing combustion temperature, reducing emissions, and enhancing the performance of 

hydrogen combustion chambers. This proposed work will develop a novel WSGG model to 

estimate the radiative properties of non-gray gas within a hydrogen combustion chamber using 

the most accurate emissivity calculation spectral LBL model and the HITEMP 2010 database. 

The developed model will be applied to 1D and 3D benchmarks of hydrogen combustion 

simulations using CFD to solve for the heat flux distribution and heat source within the 

combustion chamber, employing the radiative transport equation (RTE) in non-isothermal and 

non-homogeneous conditions.   
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Introduction 

The urgency of the energy transition in the face of climate change has never been more 
pronounced. Among global greenhouse gas (GHG) emissions, those related to energy 
constitute the largest share, surging by 0.9% to a new high of over 36.8 billion metric tons of 
CO2 in 2022 [1]. However, energy plays a vital role in driving socio-economic progress, and 
the expansion of both the global population and the economies of developing nations in recent 
decades has resulted in a rapid surge in energy demand [2]. This upward trajectory in energy 
needs is projected to persist throughout the century due to ongoing socio-economic 
advancement [3, 4]. Thus, the imperative for a transition towards environmentally sustainable 
energy sources and technological advancements is unavoidable in order to address climate 
change and fulfill the escalating demands of a growing population. 

Crucially, tackling this issue should not be approached with a one-size-fits-all mindset. Quite 
the opposite, a range of diverse energy sources ought to be taken into account to attain the 
ambitious goal of achieving net zero emissions by 2050 [5]. Hydrogen and hydrogen-based 
fuels, given their vast versatility, are poised to assume a potential role in addressing this 
challenge. Hydrogen finds applications across various facets of the energy sector and is 
projected to experience a sixfold increase from current levels, aiming to constitute 10% of total 
final energy consumption by 2050 [6]. Given its status as one of the fastest-growing renewable 
energy sources globally, offshore wind holds tremendous potential for integration with 
hydrogen [7]. This has paved the way for a potential strategy, which entails generating 
hydrogen through offshore electrolyzes situated alongside offshore wind farms. This would 
streamline distribution to Norway and enable exportation to Europe. Additionally, this work 
investigates the environmental impact of hydrogen leakage throughout the value chain. The 
widely employed 100-year global warming potential (GWP100) metric falls short in capturing 
the true warming potential of short-lived gases like hydrogen over shorter timeframes [8]. 

The main objective of this work is to investigate the potential and opportunities for producing 
offshore hydrogen from wind farms located off the coast of Norway. While there have been 
numerous studies conducting life cycle assessment (LCA) on comparable offshore hydrogen 
production scenarios, this endeavor seeks to offer a more comprehensive perspective by 
introducing novel value chains and incorporating assessments of the environmental impact 
stemming from hydrogen losses. 

Methodology  

This study establishes a baseline and defines three alternative scenarios for producing and 
distributing hydrogen derived from offshore wind farms. In all four scenarios, proton exchange 
membrane (PEM) electrolysis at 30 bar is employed for green hydrogen production. 
Furthermore, each scenario encompasses stages such as electricity generation, hydrogen 
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production, compression, storage, as well as intermediate and final transportation of hydrogen 
for consumption. Additionally, this involved upscaling the operations to mirror the conditions 
and demands of a commercial setting. 

Comprehensive life cycle inventories were compiled for every phase within both the baseline 
and alternative scenarios. Given that GHG emissions were presumed to be primarily 
attributable to material usage and fuel consumption during installation, these aspects were the 
main points of the inventory. The LCA was a cradle-to-gate study spanning the energy 
generation for electrolysis to final use distribution. The ReCiPe Midpoint (H) method was 
selected for impact assessment, placing primary emphasis on GWP100. 

Discussion and Conclusions 

During the conference, we will showcase a comprehensive comparison between the baseline 
and alternative scenarios, taking into account the influence of hydrogen leakage. Our first 
findings indicate that the best-case scenario involves bottom-fixed offshore wind turbines, 
demonstrating a lower environmental footprint in comparison to floating offshore wind 
turbines for energy generation. Moreover, the results suggest that the salt cavern storage 
method is the preferred option over compression and tank storage in terms of emission 
quantities. Finally, this study emphasizes the vital importance of considering hydrogen leakage, 
as it cannot be overlooked in the environmental assessment of the entire hydrogen value chain. 
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Introduction 

Water electrolysis is a key technology for the conversion of electricity from fluctuating 

renewable sources to hydrogen and forms the backbone of future energy systems. Hydrogen 

can be stored unlimited and subsequently converted back into electricity or employed in 

various sectors, such as transportation and industry [3][6]. Therefore, water electrolysis 

serves as an integrative element connecting sectors like electricity, heating, and mobility 

within the context of power-to-liquid and power-to-gas concepts [6]. Various types of water 

electrolysis exist, differing in their operational temperature and electrolyte composition. 

Among these, membrane-based electrolysis technologies, such as Proton Exchange 

Membrane (PEM) and Anion Exchange Membrane (AEM), show great promise [4][5][6]. 

They meet all the criteria necessary for hydrogen production from renewable energy sources 

or grid stabilization, including short response times, a wide current density range, high 

efficiency, and the ability to operate under differential pressure conditions [1][4][5]. 

 

Despite the relatively high Technology Readiness Level (TRL) of PEM technology, 

both PEM and AEM technologies still confront several challenges, including a) reducing 

overall costs, b) minimizing the demand for critical raw materials, c) enhancing efficiency 

and d) increasing durability [4][5]. 

 

Electrolysis stacks coupled with renewable energy sources face dynamic and 

intermittent power supply, leading to new challenges such as accelerated aging when 

compared to steady-state operation. The degradation rate depends on multiple factors 

including the corrosive electrical environment, operating conditions, materials used in 

components, and more [1]. Usually, degradation of electrolysis systems is studied ex-situ 

employing a posteriori chemical analysis of key components (membrane, catalytic layers, 

bipolar plate, …) or in small single cell setups [2]. However, the methods and techniques 

employed are not representative for stacks and large active cell areas required for scaling up 

green H2 production. Challenges such as thermal management, pressure distribution, 

uniform water supply, and electrode contact become significantly more complex as cell area 

increases, and these factors have a substantial impact on aging processes. The lack of 

appropriate testing facilities underscores the urgent need for further research in this area. 

 

To address these issues, it is essential to transition characterization and measurement 

techniques from single-cell and small-scale stack testing to the required large-scale 

applications, including IV-characteristic curves and electrochemical impedance 

spectroscopy (EIS). 
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As durability testing comes with high costs, there is also a significand demand in the 

development and definition of accelerated stress tests (ASTs), to minimize testing durations 

[7]. Furthermore, establishing standardized testing procedures and a Design-Verification 

and -Validation Plan (DVP) is crucial to contribute to the standardization and 

commercialization of membrane electrolysis stacks. 

 

Methodology  

To gain a deeper understanding of aging and degradation mechanism of large-scale 

electrolysis stacks, considering realistic operation conditions, a full-size stack testbench will 

be set up, which will feature novel diagnostic methods and is able to test membrane 

electrolysis stacks in different performance classes up to 1 600 cm² active cell areas. The 

novel test bench will be equipped with cutting-edge measurement technology and can 

simulate various operating states. It will be highly flexible in its setup to be able to test 

various units under testing (UUTs). The main features are listed below: 

• Possibility to test PEM and AEM stacks 

• Current densities up to 4 A/cm2 

• Stack voltage up to 80 V 

• Overall power range up to 160 kW 

• Temperature ranges from 40 – 80 °C 

• Anode pressure up to 10 bar, cathode pressure from 20 – 50 bar 

• Cell voltage monitoring measurements  

• Long-term testing (new durability insights). 

 

Besides the possibility to analyze stack performance, efficiency and the behavior in 

variable operating ranges, the utilization of the new testbench enables the exploration of 

innovative methodologies and analytical strategies concerning both in-situ and ex-situ 

degradation monitoring techniques. 

 

Electrochemical characterization methods such as IV-curves, EIS and CV (cyclic 

voltammetry) measurements will also be part of the measurement activities on the 160 kW 

testbench. Illustrated in Figure 1 are sample outcomes obtained through EIS measurements 

conducted on the pre-existing 15 kW stack testbench at HyCentA Research GmbH. 

 
Figure 1: Nyquist plot for an electrolysis stack at different current density levels 
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Complementary to electrochemical characterization methods chemical analyses, such as 

electrolyte analysis, mixed bed resin analysis, fluoride monitoring, product gas analysis etc. 

will aid in gaining an understanding of aging processes. Correlations between gas, 

electrolyte or resin compositions and degradation mechanism as well as electrolysis stack 

performance parameters (faraday efficiency, current density, energy consumption) will be 

investigated. 

 

In addition to moderate operating conditions reflecting long-term operation, tests shall 

also be performed under increased pressure, temperature and current load in order to 

accelerate aging processes. The scalability of existing AST protocols from single cell level 

to large scale stacks will be evaluated and the feasibility of replicating the accelerated stress 

conditions will be assessed. After defining appropriate acceleration factors and stressing 

conditions considering the big variety of stack designs AST protocols for large scale 

membrane electrolysis stacks will be developed and tested.  

 

To identify approaches that effectively mitigate degradation the efficacy of various 

mitigation strategies will be examined. This thesis places a strong emphasis on optimizing 

operational parameters with the ultimate objective of minimizing degradation to the greatest 

extent possible. Through the application of novel methodologies and analyses, this research 

aims to enhance our comprehension and practical handling of degradation processes. 

 

Subsequently standardized test protocols and procedures for stack testing, including 

performance evaluation, durability assessment, and safety testing will be developed, 

incorporating relevant international standards, guidelines and best practices to provide a 

common framework for stack assessment. A standardized DVP for membrane electrolysis 

stacks, outlining the necessary steps and requirements for design, verification, and 

validation will be defined. The DVP will include performance targets, test procedures, and 

acceptance criteria for each stage of the DVP (design validation, prototype testing, and 

product certification). 

 

Through the whole research process and all work packages systematic literature research 

on the current state of the art will be conducted. 

 

Discussion 

The research presented in this study addresses critical issues in the field of membrane 

electrolysis stacks, which play a pivotal role in the conversion of renewable energy to 

hydrogen, a versatile and sustainable energy carrier. The study's primary objective is to 

comprehensively investigate the degradation mechanisms and performance optimization of 

these stacks under various operating conditions. The challenges associated with membrane 

electrolysis stacks, including degradation, cost reduction, and performance enhancement, 

are thoroughly discussed. Notably, these challenges are exacerbated when stacks are 

subjected to dynamic and intermittent power supply, making accelerated aging a significant 

concern. 

 

By transitioning the techniques used for characterizing and measuring single-cell and 

small-scale stack testing to large-scale applications, the advancement of membrane 

electrolysis on a megawatt scale are expected to reach a higher level. The introduction of 

the new testbench, along with innovative diagnostic capabilities, offers the potential to test 
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various types of stacks across different performance categories and operating conditions. As 

a result, the following research outcomes related to membrane electrolysis are anticipated: 

• Enhanced insights into the mechanisms of membrane and electrode degradation 

• Novel approaches for real-time degradation monitoring 

• Improved stack longevity and efficiency 

• Development of test cycles and ASTs that accurately replicate real-world operational 

modes 

• Reduction in overall costs 

 

The development of ASTs is expected to prove as an effective strategy for reducing test 

duration while simulating extreme conditions, thereby contributing to more efficient 

research and development efforts. Furthermore, the development of standardized testing 

protocols, procedures, and a DVP is expected to promote the standardization and 

commercialization of membrane electrolysis stacks. 

 

Conclusions 

The establishment of a full-size stack testbench equipped with beyond state-of-the-art 

measurement technology signifies a significant leap forward, enabling comprehensive 

testing and analysis of these stacks under real-world operating conditions.  

 

The primary research objectives involve the in-depth exploration of degradation 

mechanisms, the optimization of stack performance, and the investigation of mitigation 

strategies. By focusing on both in-situ and ex-situ degradation monitoring techniques, this 

study aims to make substantial contributions to the development of more durable and 

efficient membrane electrolysis stacks. 

 

Moreover, the development of standardized testing protocols, procedures, and a DVP 

holds the potential to facilitate the standardization and commercialization of membrane 

electrolysis stacks. This holistic approach aligns with the broader objectives of advancing 

clean energy technologies and promoting the widespread adoption of hydrogen as a 

sustainable energy carrier. 

 

In conclusion, this research represents a significant step toward achieving cleaner and 

more sustainable energy solutions, with membrane electrolysis technology playing an 

important role in this transformative journey. Expected outcomes include advancements in 

stack performance, durability, and cost-effectiveness, contributing to the overall goals of a 

greener and more sustainable energy future. 
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Introduction 

     For several years now, plans to deploy hydrogen to decarbonize the economy have been 

multiplying around the world. In its Net Zero by 2050 scenario, the International Energy 

Agency (IEA) estimates an increase in hydrogen demand from 70 Mt in 2020, 96% of which 

comes from fossil sources, to 530 Mt in 2050, 75% of which will be produced outside of 

industrial sites and will therefore have to be transported while more than 90% of this production 

will have to be low carbon (Figure 1) [1]. These figures provide insight into the dual challenge 

of low-carbon hydrogen production and the deployment of delivery infrastructures. These 

infrastructures are still largely non-existent, and their deployment will largely depend on local 

initiatives at the regional, departmental or city level. It is therefore essential to optimize the 

hydrogen infrastructure at the local scale, with an integrated approach covering the issues of 

production, storage, transport, and distribution, as well as uses and demand. The literature 

proposes many case studies, but they are very often at the country level, and do not consider 

the whole hydrogen value chain or all available technologies. 

 

 

     As described in the literature, hydrogen value chain design is a strategic and tactical problem 

in the context of supply chain management. It is a complex problem that usually requires 

mathematical optimization approaches. In this context, several decision-support tools have 

been developed in recent years. These tools are often classified into three categories according 

to their spatial coverage and, above all, the main purpose of their modeling [2]. The first 

category includes Energy System Optimization Models (ESOMs), which model in detail every 

 
 Corresponding author: n-guessan-charles.tano@minesparis.psl.eu  

Figure 1: World hydrogen production by 2050 according to the Net 

Zero scenario of IEA [1] 
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component within the energy system, including those related to hydrogen. The second are 

Geographically Explicit Optimization Models (GEOMs), focusing on the entire hydrogen 

supply system, usually used for local-level value chain. And finally, the third family, called 

Refueling Station-locating Optimization Models (ReSOMs), consists of models for optimizing 

the location of refueling stations for hydrogen-powered vehicles. Given their significance in 

assessing the entire hydrogen supply system, the first two categories of models appear to be 

the most relevant. 

 

     However, due to their intrinsic characteristics, the ESOMs and GEOMs are very often 

limited regarding the optimal design of the hydrogen value chain in a context of global 

decarbonization of the economy. These limitations are the exogeneity of spatio-temporal 

hydrogen demand and the inadequate modeling of transport and distribution infrastructures for 

GEOMs and ESOMs, respectively. To overcome these, a hybrid approach is strongly 

recommended since each of these model family address the limitation of the other one. In fact, 

one of the fundamental characteristics of energy system model is that both supply and demand 

are integrated, implying that one automatically adjusts as the other changes. As for 

geographically explicit model, spatial constraints are explicitly considered which allows 

appropriate modeling of transport and distribution. In the literature consulted so far, only 

Rosenberg et al. [3] adopt such a hybrid approach, which indicates the necessity for additional 

investigation in this particular field. Furthermore, regarding the development of the models in 

particular, improvements can be made based on the current state of the art. On one hand, for 

ESOMs, it seems appropriate to consider the studied energy system as part of a global one by 

taking into account the interconnections with other regions, as opposed to the approach 

proposed in the work of Rosenberg et al. [3]. Moreover, the integration of other end uses in 

addition to transport, such as industry, is strongly encouraged. Such models already exist in the 

literature. Some good examples are JRC-EU-TIMES [4] and MIRET-EU [5]. On the other 

hand, regarding GEOMs, the development of multi-energy and multi-material models that 

could take into account hydrogen-related value chains such as those of synthetic fuels, the raw 

materials and energy supply system and the co-products valorization from hydrogen production 

processes, seems essential. In the literature of GEOMs for hydrogen supply chain optimization, 

only a few works consider such systemic approach [[6], [7]]. This type of method is more 

common in the literature of eco-industrial park design, with some good examples being the 

works of Ghazouani [8] and Wissocq [9]. If they are well adapted, they could be extremely 

relevant for supply chain optimization, especially for hydrogen. Finally, to the best of our 

knowledge, there is no research work covering simultaneously all the aforementioned aspects. 

Thus, the aim of the current research is to address this existing gap.  
 

Methodology  

The main objective of this doctoral research thesis is to propose a generic methodology 

framework in order to optimize the hydrogen value chain at a local scale. The specific 

characteristics of this methodology are as follow: 

• Hybrid optimization tool resulting from the combination of an energy system model 

and a geographically explicit model.  

• Optimization will be globally deterministic and mono objective. Uncertainties will be 

taken into consideration through sensitivity analysis. 

• The overall performance measure will be economic with environmental and technical 

constraints. 

• Multi-period modeling will be considered to take into account prospective scenarios. 
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• The hybridization structure will be based on the generalized strategy used in the work 

of Rosenberg et al. [3]. This is shown in Figure 2. Briefly, from given techno-economic 

data of the hydrogen infrastructure, the ESOM will optimize the overall energy system 

and thus, give the hydrogen demand profile of the studied area. This parameter will be 

used as an input for the GEOM. The latter will then optimize in detail the hydrogen 

infrastructure according to the demand profile received and subsequently, update the 

techno-economic specification in the energy system model. These steps will iterate until 

convergence: the convergence criterion being the equality between the demand profiles 

of the iteration i and the iteration i-1.  

 

 
 

 

• Regarding the ESOM, MIRET-EU will be used. It is a multiregional and inter-temporal 

optimization model of the European energy system developed by IFP Energies 

Nouvelles [5], based on the TIMES model generator. The benefit of using this model 

resides in the fact that the overall European system is considered with the different 

connection between the countries of the system. However, further development will be 

needed in the context of this work for the purpose of representing a local energy system 

within the overall perimeter.  

• As for GEOM, PHOENIX, an optimization tool resulting from a partnership between 

EDF and Mines Paris – PSL will be used. This tool is based on MILP (Mixed Integer 

Linear Programming) algorithms developed in the works of Ghazouani [8] and Wissocq 

[9] that allow multi-material and multi-energy integration within a single industrial 

process or an industrial cluster. For this thesis, specific aspects of the hydrogen value 

chain, such as truck transport and the refinement of hydrogen production technologies, 

will be modelled.  

 

An overview of the resulting methodology is presented in Figure 3. Overall, based on 

prospective decarbonization scenarios at the European scale and data collection, the hybrid 

optimization tool will propose an optimized hydrogen value chain for the study area. Dunkirk, 

one of the main French industrial regions, will be used as a case study. The infrastructure that 

will be developed will make it possible to meet the demand for hydrogen in the transport and 

Figure 2: Generalized structure of the hybridization of ESOM 

and GEOM 
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industrial sectors by 2050. In addition, all sources of hydrogen will be considered, the aim 

being to be able to propose optimal solutions without any initial preconceptions. 
 

 

 

 

Expected Results  

     At the end of this work, the overall expected results are the validation of the proposed 

methodological framework for hydrogen value chain optimization, the proposal of an 

optimized hydrogen value chain in one of the major French industrial territories according to 

European and national decarbonization scenarios, and finally, an assessment of the limitations 

of these scenarios in terms of territorial resource availability. 
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Introduction 

The energy transition process requires energy production through the management of non-

polluting sources in line with what is foreseen in the Hydrogen Roadmap Europe [1]. To 

make the European system more sustainable in the long term through the decarbonization 

of all sectors, it is necessary to adopt solutions based on renewable and sustainable sources 

such as hydrogen, in line with the European Strategy [2]. Given the impossibility of 

replacing the current natural gas transport networks and related energy production plants for 

economic and safety reasons, blended hydrogen and natural gas transport methods are 

currently proposed [3]. However, the future aim is to use 100% pure hydrogen, especially 

produced from renewable energy sources. In this context, it is essential to solve the problems 

arising from the interaction of hydrogen with metal alloys. Hydrogen can damage the metal 

structure and, in some cases, induce brittle behavior. This phenomenon is called hydrogen 

embrittlement (HE) and it can be manifested in different mechanisms, such as hydrogen 

enhanced decohesion (HEDE) [4] [5], hydrogen enhanced localized plasticity (HELP) [6] 

and adsorption induced dislocation emission (AIDE) [4] [7]. It has been shown that these 

mechanisms can also act simultaneously [8]. In view of using hydrogen instead of natural 

gas, it is necessary to clarify the interaction mechanisms between the microstructure of 

metals deriving from manufacturing process, especially from heat treatment, and hydrogen 

in turbomachinery applications. The main materials used in turbomachines and gas pipelines 

are austenitic, ferritic, and martensitic steels and metal alloys such as nickel-based one [9].   

 

From this perspective, a high-strength Ni-Cr-Mo martensitic steel has been selected for this 

research study because of the promising combination of high tensile properties, toughness, 

and microstructure features. This class of steels is widely selected for various mechanical 

components subjected to high stress, such as shafts, discs, gears, axles, bolting, and others 

[10]. Currently, there are few studies about the interaction of hydrogen with these steels [11] 

[12]. Studies have been conducted on the possible effect of hydrogen embrittlement in 

martensitic steels [13] caused by microstructural characteristics such as type of martensite, 

prior austenite grain size, presence of impurities. However, some of them are conflicting 

and the effect of these factors needs further investigation. It is known that the interaction of 

hydrogen with the microstructure of martensitic steels is strongly dependent on the density 

and type of lattice imperfections such as dislocations, grain boundaries, vacancies but also 

on the presence of alloy elements and carbides [14] [15] [16]. These factors act as hydrogen 

trap sites influencing the diffusivity and solubility of hydrogen in the martensitic matrix. 

Therefore, it is important to understand the type of interaction between microstructural 

features and hydrogen.  
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Considering that the microstructure is a direct consequence of the heat treatment, the aim of 

the present research project is to study how the mechanical and microstructural properties, 

obtained from a specific heat treatment, influence the alloy behavior in air and hydrogen 

environment. In this work it is proposed an optimization of heat treatment, for a good 

combination of mechanical properties and hydrogen embrittlement resistance. To achieve 

this objective, the tempering curves, mechanical properties, microstructural and 

fractographic characterization have been investigated.   

 

Methodology  

Materials 

The Ni-Cr-Mo grade object of this study has been produced by steelmaking, bottom pouring, 

vacuum arc remelting and forging process. Forging dimensions consisted in 400mm of 

external diameter and 80 mm of thickness. The chemical composition (according to BS EN 

10083-3:2006 standard  [17]), in weight percentage, is reported in Table 1.  

Table 1 Chemical composition of Ni-Cr-Mo forged steel 

Element C Mn P S Si Ni Cr Mo 

wt.% 0.29 0.54 0.005 0.003 0.21 3.43 1.51 0.43 

  

The forging disk was delivered as austenitized at 850°C with a holding time of 600 minutes 

and quenched in water. Then, it was tempered at 565°C with a holding time of 750 minutes, 

followed by air cooling. It has been identified as in HT1 condition.  

 

By constructing the tempering curve, it is possible to study the effect of the tempering 

treatment on the selected steel, therefore the variation of the properties in air and in hydrogen 

environment as a function of the tempering temperature. For this purpose, the selected 

temperatures have been 545°C, 585°C, 605°C and 625°C and material has been identified 

as in condition HT2, HT3, HT4, HT5 respectively.  

 

Beside the experimental characterization, the phase transformations that occur in this steel 

grade, the type of secondary phases, the critical cooling rates and the start and finish 

martensitic temperatures, have been studied by JMatPro® software. In fact, this tool allows 

to obtain plot of step temperatures, Time-Temperature-Transformation (TTT) and 

Continuous-Cooling-Transformation (CCT).  

Characterization in air environment 

The Ni-Cr-Mo steel mechanical characterization in air environment has been conducted at 

room temperature.  The steel in HT1 condition has been subjected to a tensile test with a 

Universal testing machine Shenck according to ASTM E8/E8M-22 standard [18]. The 

standard type 3 specimen has been tested in strain control mode with strain rate of 0.015 

mm/mm/min. To evaluate the impact toughness, Charpy V notch impact test has been 

conducted as per ASTM E23-23a standard [19], using the Zwick Roell Charpy impact 

machine (maximum energy of 450J). Brinell hardness 187.5/2.5 has been measured by 

Universal hardness tester of Innovatest and following the instructions reported in ASTM 

E10-23 standard [20].  Finally, a set of fracture toughness with compact tension (CT) 

specimens 25 mm thick, has been carried out according to the ASTM E399-22 standard 

[21]. Specimen has been machined out as per C-R orientation from figure 1c of the same 
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standard. The same testing campaign has been conducted on the other HT2, HT3, HT4, HT5 

conditions.  

 

Characterization in hydrogen environment 

The Ni-Cr-Mo steel characterization in hydrogen started from the physical properties 

measurement. Plates with a thickness of 0.5 mm, have been subjected to permeation test in 

hydrogen environment at room temperature and at 200°C according to the BS EN ISO 

17081-2014 standard [22], to estimate the hydrogen diffusion coefficient.  The thermal 

desorption spectroscopy (TDS) has been conducted on pre-charged plates of 0.5 mm 

thickness at 70 bar pressure of hydrogen and 200°C, to estimate the hydrogen binding 

energies, the desorbed diffusible hydrogen, and the total desorbed hydrogen. From this test, 

binding energies have been associated with the possible trap sites (lattice defects and 

precipitates) to understand how they influence the diffusivity and solubility of hydrogen in 

the lattice. Such result could help in defining the microstructural features responsible for 

reversible and irreversible hydrogen trapping. 

 

Ni-Cr-Mo steel in HT1 condition has been subjected to Slow Strain Rate Test (SSRT) at 70 

bar of hydrogen (purity grade 6.0), at room temperature, 80°C and 150°C using notched 

specimen. Test according to the ASTM G142-98 standard [23] with a displacement rate of 

2x10-5 mm/s, to estimate the Notch Tensile Strength (NTS) in hydrogen. The SSRT of all 

other HT conditions has been conducted at the temperature associated with the highest HE 

obtained in the HT1 condition. SSRT in air environment has been conducted to compare 

results with the ones in hydrogen. The most relevant parameter to evaluate the embrittlement 

rate was Notched Tensile Strength Ratio (NTSR) (Eq. 1) [24]. 

 

𝑁𝑇𝑆𝑅 =
𝑁𝑇𝑆𝐻2
𝑁𝑇𝑆𝑎

 (1) 

In which NTSH2 is the NTS in the hydrogen environment and NTSa the same value in the air 

one. 

Microstructural and fractographic characterization  

The microstructure and fractographic characterization of all the samples consisted of optical 

microscopy with Leica DFC 450, Scanning Electron Microscopy (SEM) with Tescan 

AmberX and Electron BackScattered Diffraction (EBSD) with Aztec 5.0 software. The 

metallographic characterization was carried out using the metallographic microscopy Leica 

M 6000M on chemically etched samples. By coupling the microstructural analyses, it has 

been possible to obtain a complete characterization of the microstructure through the 

identification and distribution of the phases, characterization of the grain boundaries, 

crystallographic orientation. The fractography characterization led to the observation of 

change in the fracture mode in steels moving from air to hydrogen because of the 

susceptibility to hydrogen embrittlement of martensitic steels.  

 
 

Conclusions  

This research project has been able to provide a complete characterization, both mechanical 

and microstructural, of Ni-Cr-Mo steel when subjected to different tempering treatments 

both in air and in hydrogen environment. A correlation has been proposed between the 
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mechanical properties and the microstructural features of the steel, as a result of the applied 

heat treatment, and the embrittlement level they promoted. The influence of alloying 

elements on hydrogen trapping has been studied as well. The heat treatment for the best 

combination of mechanical properties in air and hydrogen environment has been proposed.  
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Introduction

The development of Fuel Cell Electric Vehicles (FCEV) requires infrastructure to increase the avail-
ability of hydrogen and lower its cost. Hydrogen Refueling Stations (HRS) are the core of the success
of such vehicles. The cost of hydrogen is mainly due to his production, but the operational costs of the
HRS itself are non-negligible.

When inspecting the different elements related to LCOH (Levelized Cost of Hydrogen), the compres-
sion has a very large impact on the final price of hydrogen. In Hydrogen Refueling Stations (HRS), the
current standard is to estimate a compression cost of 1$/kgH2

. To be competitive with gasoline, the goal
is to reach a final hydrogen price of 4$/kg, with a split of 2$/kg for the production and 2$/kg for the
delivery [6]. Of course this depends mainly on the final pressure of storage and many other aspects as
will be presented later, but this number is a good mean value to understand the challenge of hydrogen
compression. This cost is divided into two main categories, called CAPEX (capital costs) and OPEX
(operational costs). In capital costs are included the cost of the compressor and the cost of additional
features related to compression like intermediate pressure storage tanks or intercooling. In operational
costs are included the cost of energy to power the compressors, the maintenance costs, hydrogen leak-
age and personnel. This is known for HRS, but can of course be generalized to other applications where
hydrogen is compressed. The main difference will be the pressure and mass flow rate orders of magnitude.

In a typical HRS providing hydrogen at 350 bar, the CAPEX due to the compressor is almost 19%
of the total CAPEX of the HRS [10]. In this case, diaphragm compressor with a discharge pressure
of 450 bar is operating. This is a very important part of the CAPEX, knowing that this station also
uses an electrolyser on site to produce its hydrogen, costing only twice as much as the compressor. The
operations and maintenance (O&M) costs are also substantially higher for compressors (8% of CAPEX)
than for any other components of a HRS [5].

In HRS today, the compressors used are all reciprocating. The principle used to compress the hy-
drogen is to reduce its volume, therefore increasing the pressure of the gas. There are multiple types of
reciprocating compressors, the main ones used for hydrogen are the mechanically driven compressor, the
hydraulically driven compressor and the diaphragm compressor.

Mechanically driven compressors are used extensively in the industry for gas compression. They can
be of various size depending on the mass flow rate of gas to be compressed. Many problems particular
to hydrogen still exist in those industrial compressors, due in a majority of cases to valve failures [1, 2].

Without lubrication, these compressors can provide a discharge pressure of ... bar, and with lubrication
a pressure of ... bar. However, lubricant mixed with hydrogen can cause damages to the piston chamber,
due to the high speed of sound of hydrogen compared to other gases.

For HRS, reciprocating compressors used follow approximately the following price law [5]:

CAPEXHRS,comp[EUR] = 36079 ∗ Ẇ 0.6038 (1)

Hydraulically-driven compressors are using a liquid and a pump to move the pistons into the chambers.
This allows a larger possible discharge pressure, very useful for HRS compression stations. This technology
is for example used by Resato in some HRS. Compared to mechanically driven compressors, the mass
flow rate achievable is however lower.

∗Corresponding author: samuel.jottrand@ulb.be
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Diaphragm compressors aim to solve the same problems as hydraulically-driven compressors, with
the advantage of ensuring no contamination of the hydrogen[12]. This type of diaphragm is already
used in HRS compression, mainly as last stage compressor, preceded by more conventional and cheaper
mechanical compressors. The main drawback of this compressor is the low mass flow rate achievable,
mainly limited by the flexibility of the metallic membrane used. Another drawback is the low service
life of such compressors, which for very high pressure operations may be usable for only a few hundred
hours [12]. Another main problem encountered in HRS is the high rate of failure due to the very
intermittent usage of these compressors[7]. The shape of the diaphragm is a very important parameter
for the clearance volume, and therefore the mass flow rate through the volumetric efficiency. However,
this shape must also sustain the forces on the diaphragm, and therefore a trade-off between structural
strength and compression efficiency must be found [3].

Methodology

Using existing cost functions and correlations of efficiency of compressors, the goal is to optimize the
arrangement and choice of compressors by minimizing the total cost of the HRS. Two main types of cost
are to be defined: capital costs (CAPEX) and operational costs (OPEX). The CAPEX corresponds to
the price of the different elements present on the HRS, like the compressors, the valves, the tanks and
the different pipes. The OPEX is a sum of the maintenance costs of the different elements, the labour
cost of the people working on the station, and the cost of energy required for the operation of the HRS.
This last element will be the most expensive one, as the energy cost of the compression of hydrogen is
known as being a very important factor in its final price.

The optimization of gas compression and storage has already been studied for natural gas [11, 4]. In
this study, the objective is to focus on hydrogen, requiring other ranges of pressure and mass flow rates.

Mixed Integer Non-Linear Programming (MINLP) is often used for optimization of gas storage, and
also more particularly for nonconvex problems [8]. The presence of integers in the optimization process
is important to describe some aspects like the presence or not of an element (tank, compressor, valve,
...). The optimization contains many non-linear equations, like the equation of the compressor power, or
the correlations used to determine the isentropic efficiency of the compressor in changing conditions.

The typical design of a HRS can be schematized as on figure 1. The important element to understand
is that the use of multiple pressures of storage in the station reduces the operational cost of the station.
Indeed, fueling a tank that arrives at 100 bar with a storage tank at 900 bar is highly inefficient compared
to a fueling at 300 bar. Using intermediate pressure allows to compress a gas at a lower pressure, requiring
therefore less power.

Figure 1: Design of a HRS

The basic equation of power of a compressor stage derive directly from the first principle of thermo-
dynamics:
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Ẇis = ṁ
γ

γ − 1
RTin

((
pout
pin

) γ−1
γ

− 1

)
(2)

This equation is only true in an isentropic case, where no heat is exchanged with the surroundings,
and for a reversible process. In the real case, the isentropic efficiency must be known for the compressor
in the conditions considered to have a more precise idea of the power consumed. Isentropic efficiency
correlations exist for reciprocating compressors, for example, in [9]:

ηis = 0.1091κ3 − 0.5247κ2 + 0.8577κ + 0.3727 (3)

with κ = ln
(

pout

pin

)

The function to optimize is

min

Ncomp,i∑

i=1

Ccomp,i +

Ntank,j∑

j=1

Ctank,j +

∫ Tf

T0

Ẇ (t)Ce(t)dt (4)

With Ce(t) the cost of energy fluctuating with time.

Results and discussion

A first step towards the optimization of the choice of pressure tanks and compressors is to be able
to simulate the operation of a HRS. Here is an example for a three tanks and three compressors design.
The first tank operates here at a maximum pressure of 400 bar, the second one at 650 bar and the last
one at 900 bar. A standard scheme of vehicles refueling was chosen, and simulation is made over a full
working day.
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Figure 2: Pressure in the different tanks

In a second step, the goal is to use this simulation model to determine which design is the most efficient
in terms of power consumed. Therefore, a parametric study was made to determine such a design. For
example, if the intermediate pressures are variable, we can plot the following results, where each line
represents a pressure of the first stage, going from 150 bar to 300 bar:

It has to be noted that the CAPEX of the tanks and compressors is not taken into account in the
study for now. Even if the lowest pressure tank does not seem to be the best solution in terms of power,
it might be so because of a reduced capital cost. Capital costs of hydrogen tanks of new generations must
still be estimated to complete this study, as well as for hydrogen compressors. We can also expect a lot
of changes in the price of this type equipment, due to the development and investment put in hydrogen
technologies in general.
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Figure 3: Energy consumption in function of intermediate storage pressures

Conclusions

The objective of this study is to optimize the design of a hydrogen refueling station by minimizing
the cost over a period of time. This is done through capital cost estimation of the different elements
linked to compression and storage, and through the computation of the compression powered required.
To have a more precise model, the efficiency of the compressor must also be estimated in function of the
operating conditions, this is done with correlations. The simulation of a defined HRS gives us the power
used through, but also the state of filling of the different tanks. With this simulation tool, optimization
can be made by varying parameters and minimizing the total cost.
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Optimization of the Liquid Organic Hydrogen Carrier (LOHC) 
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Methylcyclohexane conversion over Ni-based catalysts. 
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Introduction 

The current climate change strategy urges to decarbonize the industry with green hydrogen 
considered as a sustainable energy carrier. However, due to its very low volumetric energy 
density, the development and implementation of storage and distribution systems is 
problematic. The chemical fixation of hydrogen in liquid organic molecules (LOHCs) that 
allow reversible hydrogen uptake and release is a promising alternative, because it offers 
the possibility of reusing the current oil infrastructure. [1] Nevertheless, the core of the 
technology relies on catalysts that enable efficient cyclic (de)hydrogenation which are 
currently not fully optimized. [2] While conventional dehydrogenation catalysts are Pt-
based on γ-Al2O3, the acidity of the support influences the selectivity and facilitate unwanted 
C-C cleavage reactions. In view of this, the present study investigates the gas-phase 
dehydrogenation of methylcyclohexane (MCH) using non-noble metal (Ni)-based catalysts 
supported on materials of tuned acidity aiming at enhancing the C-H bond cleavage. 

 

Methodology  

The dehydrogenation of methylcyclohexane is investigated over Ni/γ-Al2O3 and Ni/ 
MgAl2O4. Commercial grade (Sasol, Puralox NGa150) γ-Al2O3 was used as acidic support 
while Mg spinel was synthetized by a co-precipitation method. In the method, an aqueous 
solution containing Mg(NO3)2 . 6 H2O and Al(NO3)3 . 9 H2O, in a ratio Mg/Al = 0.5 and 
total metal ions 1.05M, was precipitated on a 0,35 M Na2CO3 aqueous solution, while 
adjusting the pH to 10 ± 0.5 by adding NaOH 2.0 M. The precipitate was washed, ground 
to fine powder and dried at 80 °C for 2 h and calcined at 900 °C for 5h with a ramp rate of 
3 °C/min. The Nickel was added by wet-impregnation and calcined at 500 °C for 5 h. [3] 
The produced catalysts were characterized by BET, XRD, NH3-TPD and Chemisorption.  
 
The catalytic dehydrogenation was studied in a fixed bed reactor at a temperature of 270 – 
350 °C and a pressure of 1.0 barg. (Figure 1) Both N2 and MCH were co-fed in an evaporator 
with 3.0 mm glass beads, which was pre-heated at 150 °C. The resulting gas mixture was 
sent to the tubular reactor with an inner diameter of 15 mm. The tested catalysts were placed 
in the isothermal zone of the reactor supported by a ceramic monolith and a stainless-steel 
mesh. For each run, 500 mg of catalyst were loaded together with 3.0 g of silicon carbide 
(grit 120). The H2 reduction of the catalyst, e.g from NiO/γ-Al2O3 to Ni/γ-Al2O3, was carried 
out on the reactor before the experiments in the reactor at 550 °C for 2 h with a H2/N2 flow 
on a ratio 1/9. [4] The reactor outflow was discharged on a vapor-liquid separator at of 7 °C. 
The selectivity towards toluene was determined by collecting the condensed liquids every 
15 min for later analysis in GC/MS (Agilent Technologies 7890B), while the gaseous 
fraction was analyzed on-line by GC-FID/TCD (Perkin Elmer, Clarus 500). 
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Discussion  

The prepared catalyst, Ni/γ-Al2O3 and Ni/ MgAl2O4, have been characterized by BET and 
the results show they both exhibit similar surface areas, 143 m2/g and 120 m2/g respectively. 
The NH3-TPD analysis confirm the acidities assumed for the supports (Figure 2), while the 
XRD results validate the formation of the MgAl2O4 phase. 
 
The analysis of the condensed liquid solutions are speculated to show reaction intermediates 
and the dehydrogenated LOHC form, toluene (TOL). For the acidic support, the solutions 
are also estimated to contain higher proportion of C-C cleavage products, e.g benzene, 
cyclohexane. The analysis of the gas released is presumed to display traces of vaporized 
products e.g MCH, TOL, along with molecules produced by C-C scission e.g methane. For 
the MgAl2O4-based catalysts, the gas is presumed to contain lower amount of impurities. 

 

Conclusions  

The outcomes of the study hope for certifying the viability of nickel-based catalysts for H2 
release from LOHCs. This could open the path to cost reduction of the technology and 
reduce the reliance on noble metals, benefiting other competing emerging technologies. 
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Figure 1a) Experimental set up b) catalytic fixed bed detail Figure 2. Acidity expressed by NH3-TPD for supports  
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Introduction 

 

The Proton Exchange Membrane Fuel Cell (PEMFC) is a device capable of delivering 

electricity through the oxidation of hydrogen and reduction of oxygen, with only H2O and heat 

as by-products. When combined with zero-emission green hydrogen, this type of device 

represents a sustainable way of producing electricity. However, the slow kinetics of the 

reactions involved lead to the necessary use of a catalytic layer. In this type of layer, catalyst 

nanoparticles are supported on a carbon structure, typically carbon blacks, and are covered by 

a proton-conducting ionomer. 

Carbon xerogels (CX) are support materials that could serve as cost-effective substitutes to 

carbon blacks used in PEMFC. Carbon gels are amorphous materials made of covalently-

bonded carbon nodules. Unlike carbon blacks, the size of the nodules is controllable by 

selecting the appropriate values of reaction variables, enabling a good adjustment of the carbon 

pore texture [1]. However, carbon xerogels do suffer from the same issue as carbon blacks, 

namely a relatively poor resistance to corrosion, both carbons being very disordered at their 

surface. 

Nevertheless, recent researches show that both performance and durability could be improved 

by adjusting the carbon surface properties. As an example, the surface of carbon xerogels can 

be covered by a graphitic carbon layer through chemical vapor deposition (CVD) [2], which 

should provide better resistance to corrosion. In a second step, this surface could be doped with 

nitrogen, which in turn increases the interaction forces between the catalytic metal (Pt) 

nanoparticles and the support, producing long-lasting active layers. 

Regarding the choice of catalyst, Pt and Pt-M (M being a transition metal) catalyst 

nanoparticles can be deposited onto these modified carbon xerogels. To do so, an impregnation 

method using formic acid reduction was used [3]. Our research thus turns toward the 

combination of those various approaches to obtain catalysts with high reactivity and long 

lifetime. 

 

Methodology  

Carbon xerogel are used as a carbon support material. Their synthesis entails the drying and 

pyrolysis of a resorcinol-formaldehyde gel in presence of sodium carbonate (Na2CO3), a pH 

regulator. The pore size of the xerogel can be tailored via the resorcinol/formaldehyde ratio, 

R/F, the resorcinol/sodium carbonate ratio, R/C, as well as the dilution ratio, D 

(solvent/(resorcinol + formaldehyde)). These ratios were taken accordingly to have a material 

with proper porosity for an application in PEMFC. 

 
 Corresponding author: bryan.carre@uliege.be 
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To perform the xerogel synthesis, the mixture was put in a flask that was sealed and placed in 

an oven at 85 ºC to ensure gelling and ageing of the xerogel. The drying of the material was 

then performed under vacuum at 60 ºC : the flask was opened and the pressure was decreased 

at 20 mPa. The obtained organic xerogel was then crushed with a planetary mill and sieved so 

as to obtain a fine powder. It was subsequently pyrolyzed into carbon xerogel via a thermal 

treatment at 800 ºC under N2 flow. 

A chemical vapor deposition treatment was performed at 670 ºC in a stainless-steel tubular 

oven, in presence of ethylene, so as to cover the carbon xerogel surface with a graphite-like 

layer [2]. Ethylene was flowed inside the oven for different durations, ranging from 5 to 30 

min. 

The synthesis of Pt/CX catalysts was then performed through the reduction of a platinum salt 

precursor on the carbon xerogel surface with formic acid [3]. Briefly, carbon xerogel was 

mixed with a solution of formic acid 2 M. The suspension was then heated and a solution of 

H2PtCl6.6H2O was added dropwise to the suspension. The mixture was then stirred for 1 h, 

filtered and washed with ultrapure water. Finally, the obtained Pt/CX was dried at 50 ºC in an 

oven under air overnight. 

A comprehensive assessment of the catalyst performances and durability before and after 

surface modification of the support was subsequently performed on rotating disk electrode 

(RDE) in H2SO4 0.5 M. To this end, cyclic voltammetries under argon, oxygen and CO 

atmospheres have been performed. Moreover, accelerated stress tests (AST) were performed 

both on the Pt/CX catalyst and a commercial catalyst reference (Vulcan® XC 72 carbon black). 

The procedure consisted in (1) measuring the initial performances (beginning of life, BoL), (2) 

measuring the performances after 5,000 AST cycles between 0.6 and 1.0 V vs. RHE (middle 

of life, MoL), and (3) measuring the performances after 20,000 AST cycles between 0.6 and 

1.0 V vs. RHE (end of life, EoL). 

 

Discussion  

The textural properties of the carbon xerogel before and after CVD treatment were assessed 

using nitrogen adsorption, mercury porosimetry and helium pycnometry. Procedures can be 

found elsewhere [4]. The carbon xerogel used in this work has a median pore size of 53 nm, a 

bulk density of 1.27 g.cm-3 and a skeletal density of 1.93 g.cm-3. The BET surface area initially 

stands at 670 m².g-1 for the pristine carbon xerogel and then decreases down to 120 m².g-1 after 

30 min of CVD treatment. N2 isotherms show that CVD treatment results in the covering of 

the micropores with the deposition of a carbon layer (Figure 1), as expected [2]. Nevertheless, 

the size of the meso/macropores is not affected by that carbon layer. 
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Figure 1: Nitrogen adsorption isotherms on carbon-coated xerogels with different CVD duration. 

 

The platinum nanoparticles deposited onto the carbon support range from 2 to 6 nm in diameter, 

as shown on TEM micrographs (Figure 2). Nanoparticles deposited onto the CVD-treated 

carbon xerogel tend to be bigger with a higher standard deviation. As a consequence, the 

arithmetic average nanoparticle size goes from 3.7 to 4.7 nm on non-CVD and CVD-treated 

carbon xerogels, respectively. However, both particle sizes remain in the requested range for 

PEMFC applications [5]. 

 
Figure 2: TEM photographs of Pt/CX (a) without and (b) with CVD treatment performed prior to catalyst 

deposition and (c) the Pt particle size distribution histogram. 

 

Key parameters such as the Surface Activity (SA) and Mass Activity (MA) of the catalyst or 

the ElectroChemically active Surface Area (ECSA) of platinum were determined through 

cyclic voltammetry curves. These measurements were used to compare the catalytic activity to 

those of commercial platinum deposited on carbon black. 

 

Cyclic voltammetry curves measured under argon atmosphere display a lower capacitive 

current between 0.3 and 0.7 V vs. RHE after CVD treatment, due to lower microporous surface 

area. This feature can also be observed on CO stripping curves (Figure 3a). CO stripping curves 
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display a shift of the Pt oxidation peak around 0.8 V vs. RHE to a lower voltage. This reflects 

the increase of particle size as already observed on TEM micrographs. 

 

The ECSA was found to slightly decrease from 129 m².gPt
-1 on CX with no CVD treatment to 

98 m².gPt
-1 on CVD-treated CX. This remains an appropriate value for final application in 

PEMFC, as the ECSA for commercial catalyst was measured at 63 m².gPt
-1. No major 

discrepancies were observed for ORR curves between untreated and CVD-treated CX (Figure 

3b). Furthermore, the SA and MA show promising values as they increase from 0.114 A.mPt
-2 

to 0.165 A.mPt
-2 for SA and from 13.6 A.gPt

-1 to 15.8 A.gPt
-1 for MA on CVD-treated CX. 

Previous studies [3] indicated the same range of values for Pt/CX with no CVD treatment with 

0.109 A.mPt
-2 and 7.2 A.gPt

-1 for SA and MA respectively and 110 m².gPt
-1 for the ECSA.  

 

 
 

 
Figure 3: Cyclic voltammograms measured in 0.5M H2SO4 (a) CO stripping at a sweep rate of 20 mV.s-1. (b) 

under oxygen atmosphere at a sweep rate of 1 mV.s-1 and an electrode rotation of 1600 rpm 

 

Measurements before and after AST show that the ECSA decreases from 129 to 65 m².gPt
-1 for 

Pt/CX catalyst with 50.4 % of the initial ECSA being retained (Figure 4a). Meanwhile for the 

commercial catalyst, the ECSA goes from 62 to 31 m².gPt
-1, with 50 % of ECSA remaining. 
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This indeed shows that both catalysts do suffer the same ageing issues. SA and MA activities 

were also determined (Figure 4b) and results indicate that the particle size increase is somewhat 

compensated by the appearance of larger Pt crystalline facets that are more active than the 

edges or corners. 

 

 
 

 
 

Figure 4: Evolution during Accelerated Stress Tests of (a) the Normalized ElectroChemically active Surface 

Area of platinum and (b) the catalyst mass activity at 0.95 V vs. RHE. 

 

Conclusions  

Carbon xerogels were synthesized via a sol-gel reaction followed by drying and pyrolysis. The 

carbon material obtained was used as a support for Pt nanoparticles in PEMFC but it still 

remains flawed with regards to durability given its disordered surface structure. To mitigate 

those issues, the carbon xerogel was coated with a graphitized carbon layer through Chemical 

Vapor Deposition (ethylene cracking) so as to obtain a more resilient surface. 
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Both uncovered and covered materials, onto which Pt nanoparticles were deposited, had their 

catalytic performances tested via a rotating disk electrode. No performances losses were 

observed. The Pt/CX catalysts were also submitted to Accelerated Stress Tests (AST) in RDE 

configuration to assess their resistance to degradation and corrosion  

In the next step, the catalyst layers will be doped with nitrogen and tested in RDE setup. 

Eventually, the most promising catalysts will be assembled in Membrane-Electrode Assembly 

(MEA) to test their performance in a more realistic electrochemical setup. 
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Introduction

Reducing the cost of green hydrogen is a must to defossilize the energy sector. Currently, the high
cost of green hydrogen has been an obstacle in upscaling Power-to-X technologies, since green
hydrogen cost is the main contributor of the levelized cost of different e-fuels. E-methanol is
estimated to be about two times more expensive than fossil-based methanol [1].

Electricity prices are the main contributor to the levelized cost of green hydrogen [2]. Producing
hydrogen when intermittent renewable energy is available and electricity prices are low can have
a huge effect in reducing green hydrogen costs. Moreover, it can help stabilize the electricity grid
and encourage the transition to a 100% renewable energy sector by increasing the electricity grid’s
flexibility and reliability. In addition to using green hydrogen to produce e-fuels, green hydrogen
can be used for mid- and long-term energy storage and for short-term demand response in the
electricity balancing markets [3].

However, producing green hydrogen only when low electricity prices are available increases the
contribution of electrolysis plant capital cost to the levelized cost of green hydrogen. This happens
due to the partial loading, load fluctuations, input power quality, and frequent switching between
on and off cycles [4,5]. These effects can increase the levelized cost of green hydrogen produced.
Therefore, dynamic optimization between the efficiency and durability of electrolyzer, the
electrolysis plant capital cost, the electricity costs, and possible extra revenue from other activities
(selling heat energy to district heating networks or nearby industrial facilities and providing
demand response in electricity balancing market) is needed to efficiently produce green hydrogen
with the lowest possible costs.

In this research, the focus is on optimizing the dynamic operation of proton exchange membrane
(PEM) electrolysis. PEM electrolyzers have a faster response time when compared with other
direct water splitting technologies (alkaline electrolysis and solid oxide electrolysis), which allows
PEM electrolysis to be operated dynamically in connection with fluctuating power [6].

 Corresponding author: hassan.sayedahmed@aalto.fi
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Methodology

A holistic data-driven approach is taken to model and optimize the PEM electrolysis dynamic
operation. Machine learning algorithms are used to simulate PEM electrolysis performance,
predict their long term degradation, and optimize their dynamic operation by considering different
interconnected variables. In long term prediction of PEM electrolyzer degradation, the voltage will
be used to measure the degradation of the PEM electrolyzer over time. Different conventional and
more sophisticated machine learning algorithms for time series prediction will be considered, such
as Autoregressive Integrated Moving Average (ARIMA), Long Short-Term Memory (LSTM),
Gated Recurrent Units (GRU), and Temporal Convolutional Network (TCN). The accuracy and
computational cost of each algorithm will be compared and the more suitable algorithm for
predicting the degradation will be determined. Besides, regression models will be used to simulate
the PEM electrolyzer performance under different operating current, temperature, and pressure.

Figure 1 summarizes the main interconnected variables to be considered in the dynamic operation
optimization, where the effect of dynamic operation actions and operating parameters on efficiency
and degradation will be taken into account with respecting the safety limits of operating the PEM
electrolyzer. Moreover, extra revenue from providing demand response to the electricity balancing
market and selling the produced heat energy to the district heating network will be considered in
the optimization model. Moreover, Aspen Plus® is used for the heat integration of the PEM
electrolysis plant.

Figure 1: Interconnected variables to be considered in PEM electrolysis dynamic operation optimization [5]
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In the perliminary results that will be presented in this abstract, the levelized cost of green
hydrogen is calculated under lower and higher boundary assumptions. The lower boundary
assumes plant capital costs of 625 Eur/kW, a lifetime of 9 years, and a system electricity
consumption of 50 kWh/kg_H2, while the higher assumes plant capital costs of 1250 Eur/kW, a
lifetime of 6 years, and a system electricity consumption of 83 kWh/kg_H2 [7].

Results

As perliminary results, the levelized cost of green hydrogen is calculated in constant and dynamic
operation modes using electricity prices in Finland from 2020 to the first half of 2023. The
comparison period interval between constant and dynamic operation modes is six months. Figure
2 shows the electricity prices in Finland from 2020 to the first half of 2023, where the second half
of 2022 has the highest electricity prices and variability of prices, while the first half of 2020 has
the lowest electricity prices and variability.

Figure 3 shows the levelized cost of green hydrogen in contant and dynamic operation modes in
each time interval (half a year). As can be seen , the dynamic operation can reduce the levelized
cost of green hydrogen by up to 50% compared to constant operation. The highest reduction in
green hydrogen cost was observed in the second half of 2022, a period which exhibited the highest
electricity prices and the largest variation of electricity prices. Moreover, the added value to the
levelized cost of green hydrogen that results from the dynamic operation of the PEM electrolyzer
is the lowest at the first half of 2020 and the highest at the second half of 2022.

Figure 2: Electricity prices in Finland 2020-2023, data from [8]
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Therefore, the statistical features of electricity prices affecting the cost savings (expressed as
percentage where the cost in constant operation is considered as 100%) between constant and
dynamic operation are examined to find the most important feature of electricity prices affecting
the cost savings. The mean, median, and standard deviation of electricity prices have a very strong
positive correlation with cost savings, while skewness and kurtosis of electricity prices have a
moderate negative correlation with cost savings. However, due to the very strong correlation
between mean, median, and standard deviation in this dataset, another approach was taken to
determine the most important feature affecting the cost savings. F-value and p-value of each
electricity prices statistical feature dataset against cost savings are computed using f_regression()
function provided by scikit-learn in Python. It was found that standard deviation, which represents
the variation of electricity prices, is the most important feature affecting the cost savings.

In the next phase of the research, the degradation of the PEM electrolyzer, revenue from providing
demand response in electricity balancing market, and revenue from selling heat to district heating
netwok will all be included in the model. Although the extra degradation due to the dynamic
operation is expected to increase the levelized cost of produced green hydrogen, the extra revenue
from electricity balancing market and district heating market is expected to have a higher impact
on the levelized cost of green hydrogen than the increase in degradation, which will further
decrease the levelized cost of the green hydrogen when compared with the perliminary results.

Figure 3: Levelized cost of green hydrogen in constant and dynamic operation modes
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Conclusion

Dynamic operation of PEM electrolysis can reduce the levelized cost of the produced green
hydrogen and increase its economic feasibility. However, due to the large number of
interconnected variables affecting the levelized cost of green hydrogen, a holistic optimization
approach is needed to ensure the economic added value to the green hydrogen cost. In addition,
the variability of the electricity prices, which is expected to increase in the future with connecting
more intermittent renewable energies to the electricity grid, have the highest impact on decreasing
the levelized cost of green hydogen in dynamic operation, when compared with constant operation.
Therefore, as the share of intermittent renewable energies connected to the electricity grid
increases, the need for optimizied dynamic operation of green hydrogen production increases.
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Introduction 

Carbon dioxide has a negative impact in our atmosphere. This has led numerous countries 

to commit to achieving net zero emissions. Improving energy efficiency, electrifying the 

economy, and utilizing renewable energies are seen as effective strategies to reach these goals. 

Additionally, hydrogen will play a pivotal role in this energy transition, enabling the 

decarbonization of end uses where these successful approaches are less mature, or less 

competitive, such as the heavy road transport, shipping and maritime, heavy industry and 

energy storage. 

 

But…What if we could transform our CO2 emissions (waste) into valuable products with 

the support of green H2?  

 

The production of alternative fuels and sustainable chemicals from CO2 and H2 as feedstocks 

always begins with the generation of renewable hydrogen through electrolysis. In order to make 

this happens in a sustainable manner, we need electricity from renewable resources. 

Subsequently, green H2 reacts with a carbon source at high pressure and temperature to create 

drop-in hydrocarbons used as fuels, as well as other organic products of interest, such as 

methane, methanol, gasoline, diesel, plastics, or aviation fuels. 

 

The Power to X technology for synthesizing liquid fuels and organic products involves three 

main steps. Producing synthesis gas or syngas (a CO/H2 mixture of several ratios) from organic 

matter, using preferably green hydrogen from renewable sources. Afterward, transforming the 

syngas into hydrocarbons through the Fischer-Tropsch (FT) reaction, influenced by several 

parameters such as temperature or pressure. Finally, the purification product quality through 

various upgrading processes (such as methanation, isomerization, aromatization, distillation) 

to meet specific requirements. 

 

Unfortunately, conventional technologies often suffer from low selectivity and control 

conversion while lacking energy efficiency [1]. Therefore, new technology solutions are 

required, in which the rational design of catalytic materials is a must. 

 

 
 

Methodology  

The objective of this work, situated within the core of the chemical engineering, is to design 

and commission an intensified process capable of integrating various innovative chemical 

reactions (i.e. electrochemical, thermal and biomimetic reactions) within a single cascade 
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reactor, comprised of modules that achieve high yields under milder operating conditions 

compared to the state-of-art [1].This approach significantly enhances the energy efficiency of 

the overall process bringing technology to a larger scale of technological readiness level. 

 

As part of the 4AirCRAFT project [2], a test rig has been developed to explore the proof of 

concept for producing sustainable aviation fuels from renewable H2 and CO2. This is achieved 

through the rational design of catalysts and adjustments to the catalytic environment using 

hierarchical catalytic scaffolds. The current work will elucidate the engineering design and 

assembly process of the test bench prepared for the assessment of various modules within the 

cascade reactor. It will demonstrate the system's proficiency in testing these modules, as well 

as their coupling for cascade operation. This collaborative work studies the joint use of 

advanced catalysts and catalytic supports that have been previously tested separately. In this 

way, the synergistic coupling of their properties is achieved to improve the efficiency of the 

process. The testing, for the first time, of these catalysts in cell-type configurations or on a 

larger scale in their appropriated reactor, faces the challenge of scaling up or increasing the 

Technology readiness level (TRL) to TRL3 of the process. 

 

The initial module of the reactor comprises an electrochemical cell with the capability to 

convert H2 and CO2 streams into syngas. To accomplish this, a novel system based on Layered 

Double Hydroxide (LDH), developed by Hokkaido University, will be tested. This system is 

capable of performing the electroreduction of CO2 using non-critical raw material for the 

production of the electrodes [3]. Within the cell, there is also an inorganic Anion Exchange 

Membrane (AEM), manufactured by the Institute of Nanoscience and Materials of Aragón 

(INMA). Figure 1 presents a basic schematic of the zero-gap electrolytic cell used in the proof 

of concept. 

 

 
 

Fig 1. Basic schematic of the tested zero-gap electrochemical cell 

 

 

In parallel, another module of the cascade reactor is based on a chemo-catalytic module 

developed by INMA and integrating biomimetic catalysts, whose synthesis and composition 

has been investigated by Bielefeld University, and Metal Organic Frameworks (MOFs) to 

increase catalysts stability. This innovative approach enables to obtain alkenes under mild 

temperature conditions (150 ºC, at 1 bar) and further upgrading to C8-16. To study this process, 

the design and construction of a laboratory-scale test bench has been carried out in order to lay 

the foundations and knowledge prior to its subsequent scale-up. 
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Discussion  

The system designed (see figure 2) for the first module of the cascade reactor allows the 

testing of electrochemical cells, feeding CO2 streams that can replicate pure or air-captured 

CO2 streams, at the time the reaction is monitored by a Gas Chromatograph (GC) System, 

Agilent 8890 GC, featured with Thermal Conductivity Detector (TCD) and Flame Ionization 

Detector (FID) analyser for online gas products analysis and off-line analysis for liquid 

products, featured automatic liquid sampler. The GC-FID-TCD is equipped with capillary 

columns for Jet Fuel analysis and permanents as 10 m DB-1 low polarity, 30 m HP-PLOT Q 

for separation of targeted nonpolar and polar compounds, 30 m HP-PLOT Molesieve, 50 m 

HP-FFAP, 30 m GS-GASPRO. 

 

 
Fig 2. Test bench for the proof-of-concept of the electrochemical module. 

 

During the presentation, the first results obtained from the electrochemical step will be 

shown. The results to be presented will cover the structure and conformation of the 

electrochemical cell designed to carry out the electroreduction of CO2 to CO, incorporating the 

membrane electrolyte assembly (MEA). Among the results to be shown are the evolution of 

the voltage of the electrochemical module as a function of time, and the variation of Faradaic 

Efficiency (EF) with respect to time. At the same time, a comparison will be made between the 

results obtained by studying the isolated catalyst and the results obtained in a catalytic 

hierarchical environment with supports, which simulate operating conditions close to reality 

provided by the test bench. 

 

On the other hand, the design of the test bench, which incorporates biomimetic catalysts, 

will be presented, along with the initial results obtained. This will be accompanied by the first 

results obtained from the conversion and selectivity of the reaction carried out at 150°C. 

 

 

Conclusions  

In the quest to convert carbon dioxide into energy-dense fuels, the conversion of carbon 

dioxide into carbon monoxide followed by its reaction with hydrogen is a critical process. 

 

This endeavour sets out to tackle the formidable task of electro-reducing CO2 to CO with 

exceptional Faradic Efficiency by employing cutting-edge inorganic catalysts devoid of 

precious metals. It also encompasses the subsequent stages that facilitate the synthesis of 

extended hydrocarbon chains. 
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Introduction

Global greenhouse emissions have been a matter of concern for many decades with the largest contri-
bution coming from the combustion product of fossil fuels. Among the major sectors where the emissions
come from, almost three-quarter come from energy consumption, especially transportation, which account
for 16.2% of the global greenhouse gas emissions [1]. Greenhouse gas emissions from transportation pri-
marily come from combustion of fossil fuel used in cars, trucks, ships, trains, and airplanes. Over 94%
of the fuel used for transportation is petroleum based, which includes primarily gasoline and diesel [2].
Several experimental works have reported the feasibility of using ammonia as an alternative for internal
combustion engines (ICE). Nevertheless, due to the properties of ammonia such as high auto ignition
temperature and low laminar burning velocity, there are challenges in maintaining sufficient combustion
of ammonia [3]. However, it is possible to achieve satisfactory combustion by using some type of combus-
tion promoter. Common fuels used in ICEs such as gasoline and diesel, as well as alternative fuels like
hydrogen, biodiesel, methanol can be used as combustion promoters [4]. To ensure efficient and complete
combustion, hydrogen is considered the best promoter because it has characteristics that are opposite to
and complement those of ammonia. Hydrogen possesses a rapid combustion rate, low ignition energy,
and an extensive range of flammability [5, 6].

Although, the combination of ammonia and hydrogen results in a stable combustion, significant emis-
sions of NOx and low combustion efficiency have been observed [7]. The implementation of a pre-chamber
is a promising method to enhance the combustion quality, as demonstrated in conventional engines [8].
Simulation results show that a SI engine with a pre-chamber installed operating under lean conditions
provides higher indicated thermal efficiency compared to the normal SI mode [9]. Adding hydrogen to
a single cylinder engine with a pre-chamber increased the efficiency, gross work, and indicated mean
effective pressure, while also improving combustion quality and reducing emissions by 20% and 15% [10].
While the pre-chamber has shown promising results, it is a relatively new concept for ammonia that
requires further investigation to fully understand its potential benefits and limitations.

The study will focus on the ignition processes when an ammonia and hydrogen mixture is burnt inside
an internal combustion. The main objective of the work will be to develop a suitable pre chamber which
achieve lean burn combustion of ammonia and low emissions of nitrogen oxides and nitrous oxide. To
meet the objectives a mixture of experimental and numerical work will be conducted. The project will be
used to develop new engines and support new numerical models describing combustion of the fuel mixture.

∗Corresponding author: duc.d.nguyen@ntnu.no
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Methodology

To fully understand the combustion of ammonia and hydrogen mixtures in marine engines, this study
will first develop a detailed computational fluid dynamics model to fundamentally understand in-cylinder
combustion processes with different energy share ratios in a pre-chamber ignited marine engine. The
effectiveness of hydrogen in improving combustion quality with ammonia fuelling will be assessed over
the in-cylinder pressure-temperature domain using chemical kinetics modelling. Furthermore, for the ex-
perimental campaign, active pre-chambers with various geometry designs will be developed to investigate
their effects on combustion and performance in ICEs.

Numerical Methodology

The LOGE software package will be used as a reaction kinetics solver to perform simulations such
as ignition delay and laminar flame speed calculation. A closed, constant volume homogeneous 0-D
batch reactor with adiabatic and chemically inert walls is used to calculate the ignition delay time of
the air-fuel mixture, representing the in-cylinder trapped charge under engine pressure and temperature
conditions. Additionally, the combustion and chemical kinetics simulations will be performed to predict
NOx emission levels. Furthermore, a multidimensional, computational fluid dynamics simulation model
using Converge CFD Software will be developed to predict the spray and combustion characteristics of
hydrogen and ammonia mixtures inside a pre-chamber and in-cylinder under various conditions.

Experimental Activity

For all tests, the pre-chamber with various geometry and nozzle designs will be employed as an igni-
tion system. Figure 1. illustrates the design of the pre-chamber with a 6-holes coaxial arrangement of
nozzle and its cross section. It has been reported that the small pre-chamber concept (volume is usually
less than 5% of the engine clearance volume) proposed by Gussak [11] is one of the most investigated
concepts in recent years. Inspired by Hydrogen Assisted Jet Ignition system [12] a new pre-chamber unit
was designed to be installed into a constant volume combustion chamber (CVCC) and optical accessible
compression ignition chamber (OACIC) without significant modifications. In order to capture the turbu-
lent jet from the pre-chamber, high speed imaging will be utilised to capture the spray images as the jet
enters the main chamber.

To capture full images of the jet and spray angle and characteristics of the pre-chamber, a CVCC
with optical imaging techniques will be utilised. The chamber consisting of an air supplying system to
introduce a mixture of O2, N2 and CO2; these gases will be mixed using a mixing fan to form a homo-
geneous mixture. A Bosch gasoline direct injection (HDEV5) will supply hydrogen, hydrogen/nitrogen
or hydrogen/ammonia mixtures into the pre-chamber. A spark-plug type pressure transducer will be
installed in the chamber for combustion measurement and pressure trace recording. Figure 2. shows a
3D CAD drawing of a CVCC with a pre-chamber on the top and the nozzle location when viewing from
the front of the chamber.

Figure 1: The design of a pre-chamber for hydrogen gas jet ignition system and its cross-section.
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Figure 2: 3D CAD model of a constant volume combustion chamber (CVCC) with a pre-chamber on top.
The nozzle location is shown from the front view of the chamber.

To conduct the experiment under engine conditions, the same pre-chamber system will be installed
into an OACIC [13], the specifications of the engine are reported in Table 1. The pre-chamber has a
volume of 4.2 cc which is 3.3% of the engine clearance volume. Figure 3. shows the cylinder head of
the engine with the pre-chamber system mounted on the side. The optical engine allows capturing of
the pre-chamber ignition event during engine operation. Furthermore, various engine parameters such as
performance and emissions will be recorded and the combustion event will be captured from the optical
window on the side. Figure 4. illustrates a cross section of the cylinder head and the view from the side
of the cylinder.

Table 1: Engine specifications

Engine type 4-stroke, single cylinder
Bore/Stroke 130/140 mm

Displacement volume 1.85 L
Compression ratio 15.93:1

Compression ratio with pre-chamber 15.41:1
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Figure 3: The cylinder head of the engine with the pre-chamber system mounted on the side.

Figure 4: Cross-section of the cylinder head showing the interior view from the side of the cylinder. The
pre-chamber system is visible mounted on the cylinder wall.

Expected results

This study aims to provide comprehensive results of utilising ammonia and hydrogen blends as a
fuel for marine engines. The computational modelling will further improve the fundamental of the in-
cylinder combustion processes and kinetics involved when using ammonia and hydrogen as the fuel. The
effectiveness of hydrogen as a combustion promoter for ammonia is expected to be quantified across a
range of operating conditions. The CFD simulations are anticipated to predict the spray, combustion,
and emissions characteristics of the fuel blends. The experimental work will demonstrate the feasible
of pre-chambers as an ignition system for ammonia-hydrogen fuels. Optical diagnostics will capture
the ignition and combustion events, validating the computational models. Ultimately, the findings are
expected to highlight the potential of ammonia-hydrogen blends to serve as a decarbonised, renewable
fuel option for the maritime sector. The data will showcase the operational feasibility and benefits of
ammonia/hydrogen mixture over conventional fossil fuels.
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and Ramon Molina Valle. A review of prechamber ignition systems as lean combustion technology
for si engines. Applied Thermal Engineering, 128:107–120, 2018.

[10] Alireza Kakoee, Younes Bakhshan, Sattar Motadayen Aval, and Ayat Gharehghani. An improvement
of a lean burning condition of natural gas/diesel rcci engine with a pre-chamber by using hydrogen.
Energy Conversion and Management, 166:489–499, 2018.

[11] LA Gussak, VP Karpov, and Yu V Tikhonov. The application of lag-process in prechamber engines.
SAE Transactions, pages 2355–2380, 1979.

[12] Neil Glasson, Grant Lumsden, Robert Dingli, and Harry Watson. Development of the haji system
for a multi-cylinder spark ignition engine. SAE Transactions, 105:1463–1469, 1996.

[13] Karl Oskar Pires Bjørgen, David Robert Emberson, and Terese Løv̊as. Combustion and soot char-
acteristics of hydrotreated vegetable oil compression-ignited spray flames. Fuel, 266:116942, 2020.

5

533



      

 1 

Printing the Future of Hydrogen Generation: The 3D Printed 

PEC Standardized Test Reactor  

R. Jacops1,2, M. De Rop2, K. Van Daele2, N. Daems2, M. Van Bael1, A. Hardy1, T. 

Breugelmans2 

1 Institute for Materials Research and imec division imomec, Materials 
Chemistry, DESINe group, Hasselt University, UHasselt (Diepenbeek, Belgium) 

2 Faculty of Applied Engineering, ELCAT, University of Antwerp 

 

Introduction 

To reach the EU goal of being climate neutral by 2050, the energy network needs to be decarbonized. This 
raises a need for a sustainable method to store and transport large amounts of renewable energy. Green 
hydrogen is one of the key elements for the transition to renewable energy storage. Splitting water to form 
hydrogen gas is a way to convert renewable energy to a chemical that can be used for energy storage and 
transport or as a building block for other chemicals. Photoelectrochemical (PEC) water-splitting technology is 

an interesting alternative to conventional electrolysis for hydrogen generation. The concept of PEC water 
splitting is to directly convert incident sunlight to electrical energy and split water to form hydrogen and oxygen 
gas. One of the challenges for this technology is to develop a standardized lab scale PEC test reactor to screen 
PEC photoelectrode materials and assess their performance. [1, 2] 
Efforts have previously been undertaken to standardize protocols and methods for testing photoelectrode 
materials. Nevertheless, there persists a lack of consistency across research groups and publications, where 

varying procedures and the absence of optimized reactors are prevalent. [1, 3-6] 
In this study, our primary objective is to introduce a standardized Photoelectrochemical (PEC) reactor, 
meticulously engineered to address the inherent challenges and requirements of PEC testing. Our approach 
centers on the application of an engineering process. Notably, the reactor is predominantly fabricated through 
3D printing technology, with the exception of the electrodes. This design choice ensures that the same reactor 
can be reproduced within different research groups, fostering the ability to evaluate diverse materials in an 

identical reactor setup. This standardization mitigates inconsistencies, facilitating meaningful material 
comparisons. 
Key considerations for an effective PEC testing reactor encompass versatility, leak prevention, user-friendliness, 
minimized energy losses, and optimized performance. Another vital design criterion is the facilitation of easy 
3D printing and the reduction of material consumption during the manufacturing process. 

 

Methodology  

 
Figure 1: Engineering timeline 

To outline the methodology employed in designing, manufacturing, and testing the PEC reactor, an "engineering 
timeline" is proposed (see Figure 1).[7, 8] The fundamental idea behind this timeline is to guide the progression 
from a basic concept to a functional reactor. Following each step in the design process ensures that any idea can 
be systematically developed into a functional reactor. The timeline consists of the following steps: 
 

1. Conceptualization: Begin by forming a general idea of what the reactor should look like and what 
capabilities it should possess. 

2. Technology Assessment: Examine existing techniques and evaluate which are most suitable for 
designing and producing the reactor. Select the techniques that align with the project's goals. 

3. Design Phase: Utilize design tools while considering manufacturing constraints to create detailed 
designs for all reactor components. 

4. Manufacturing: Execute the manufacturing process for all parts using the chosen techniques, ensuring 
precision and adherence to design specifications. 
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5. Iterative Refinement: Based on identified flaws or issues, make necessary iterations and 
improvements to the reactor's components. 

6. Assembly: Perform the final assembly of the reactor, ensuring that all parts fit together seamlessly. 
7. Testing: Evaluate the reactor's performance using standardized testing techniques, verifying its 

functionality and efficiency 
 

This engineering timeline provides a structured approach, allowing for the systematic development of the PEC 
reactor from its initial concept to a fully operational system. 
It's important to recognize that the engineering process isn't always a linear path. Depending on the problems 
encountered or new requirements that arise, it may be necessary to revisit previous steps and make adjustments. 

Additionally, it's worth noting that a reactor is never truly "finished." Even after initial construction, there's 
room for continuous improvement, and new parts or design iterations can be implemented at later stages of 
development. This flexibility allows for ongoing refinement and optimization. 
 

Discussion  

The reactor's conceptual framework draws inspiration from the stacked electrochemical reactors designed and 
constructed at ELCAT for CO2 reduction.[9-11] Distinguishing itself from commercial reactors, this design 
exhibits superior versatility, accommodating both multi-chambered and single-chamber configurations. 
Photoelectrodes can be effortlessly replaced, accommodating various sizes, and the reactor demonstrates 
adaptability to a range of electrolytes. Leak prevention is integral to the reactor's design, while its internal 
structure minimizes potential losses and optimizes light absorption by reducing internal volume. Additionally, 

the internal configuration facilitates the circulation of liquid electrolyte and gas. 
 
Throughout the technology assessment phase, manufacturing techniques are systematically categorized into 
three groups: formative manufacturing, subtractive manufacturing, and additive manufacturing.[12] For this 
reactor, 3D printing (additive manufacturing) is the preferred method for most parts, while CNC milling 
(subtractive manufacturing) is employed for graphite and copper electrodes. These selections prioritize rapid 

iteration and cost-effectiveness, making them suitable for low production volumes. The 3D printing 
technologies used are: filament extrusion (for prototyping) and vat polymerization (for the final produc t). 
Additional components like tubing connectors are procured and installed. Autodesk Inventor is the software 
used for designing all reactor components. 
 
During the design phase, ideas are meticulously translated into individual parts within 3D design software, 

always mindful of manufacturing constraints. The 3D printing handbook [12] provides valuable guidance for the 
3D printing process, while the expertise of the research group guides the milling process. 
 
Parts are subsequently manufactured using the appropriate techniques, followed by post-processing to ensure 
impeccable quality and dimensional accuracy. Iterative refinement comes into play after manufacturing, 
allowing for adjustments due to fit issues or further iterations during reactor testing. The objective is to ensure 

that all components function impeccably and fit seamlessly. The final step involves assembling the electrodes, 
reactor compartments, and commercial parts into a complete unit. 
 
Subsequently, the reactor undergoes rigorous testing in a PEC setup. First, it is scrutinized for liquid and gas 
leaks, after which it is deployed for photoelectrochemical testing of diverse photoelectrode materials. Various 
(photo)electrochemical analysis techniques are employed, including LSV analysis, CA analysis, CV analysis, 

and Mott-Schottky measurements. Benchmark photoelectrodes (TiO2, BiVO4) and new photoelectrodes 
(Bi2WO6, CuBi2O4) are tested to establish performance standards for the reactor. [13]  
 

Conclusions  

The "Engineering Timeline" methodology is used to transform a concept into a practical photoelectrochemical 

reactor that meets predefined criteria. This reactor has several noteworthy attributes: it effectively prevents 
leaks, offers straightforward operation, accommodates various electrode configurations (including dual and 
single chamber setups), and adequately addresses the essential functional requirements for testing PEC materials  
in a photoelectrochemical setup. 
 
Moreover, the reactor employs an advanced design approach, featuring a primarily 3D-printed structure, with 

the exception of precision-milled copper and graphite electrodes. This innovation positions the reactor as a 
standardized design for evaluating PEC photoelectrode materials. 
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Introduction

In recent years, renewable energy sources (RESs) have seen an increase in power generation capacity.
Despite the fact that direct electrification is the best way to maximise the efficiency of using RESs, mul-
tiple challenges arise when a high share of RESs is integrated into the power system, assessed thoroughly
in [1]. In some cases, such as when there are power transmission limitations or a surplus of energy from
RESs, the extra power can be converted into green molecules, like hydrogen [2].

Owing to its distinctive characteristics, hydrogen has garnered escalating attention in recent years
as an effective energy carrier. The two major pathways to produce hydrogen are fossil fuels and RESs.
Having said that, the former emits carbon dioxide (CO2) as a by-product, resulting in RESs being more
desirable for sustainable hydrogen production. The green hydrogen produced from RESs is of use for
several applications, including the production of syngases and bio-fuels, heating purposes, transportation,
etc. There are numerous ongoing Power-to-X projects in the world, employing various technologies with
different end-products such as methane, methanol, and dimethyl ether [3, 4].

In the context of this study, the end-product is aimed to be methanol due to its advantageous prop-
erties, including being liquid under atmospheric conditions, high gravimetric and volumetric hydrogen
storage capacity and low transportation costs [5]. To synthesise methanol from hydrogen, a source of CO2

is essential for the chemical reaction. This can be achieved through direct air capture (DAC) to reduce
the atmospheric CO2 concentration or by extracting CO2 from seawater, where the CO2 concentration
is 125 times higher than in air [6, 7].

The rest of the article is structured as follows: The second section delves into the methodology to
be employed throughout the study. Additionally, the proposed configuration for the offshore hydrogen
production system is explained. Thereafter, the third section addresses the noteworthy challenges that
merit exploration within the scope of this research. Lastly, the concluding remarks are presented in the
final section, summarising the scope of this research.

Methodology

The aggregation of the required units for methanol production in close proximity presents an oppor-
tunity to leverage the concept of an energy island. Alongside the electrolyser for hydrogen production, a
battery energy storage system (BESS) can be incorporated into the configuration of the island to explore
the feasibility of the scheme. Furthermore, it is possible to integrate a chemical energy storage system
(CESS) into the system to store the generated molecules. Moreover, to supply units such as electrolysers
with direct current (DC), or convert the stored energy within the BESS to alternating current (AC),
AC/DC/AC conversion units become necessary. Finally, any excess electricity, if available, as well as the
produced hydrogen or methanol, can be either transported to the mainland or exported to neighbouring
countries. A schematic of the proposed energy island, conceptualised to accumulate energy, capture CO2,
produce hydrogen, and ultimately synthesise methanol is shown in Fig. 1.

Employing an energy island offers a unique opportunity to utilise seawater for the electrolysis process.
This approach effectively mitigates the concern associated with conserving fresh water for electrolysis,
thereby addressing water scarcity issues. Nevertheless, owing to seawater impurities, the feed water needs
some form of treatment. Generally, when opting for seawater as feedstock, two approaches for supplying

∗Corresponding author: siavash.asiaban@ugent.be
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Figure 1: A schematic of the proposed energy island

electrolysers come into consideration, namely, direct seawater electrolysers (DSWE) and seawater elec-
trolysis with upfront water treatment and purification. DSWE demands substantial re-designing of the
currently available electrolysers as well as the development of new electrocatalysts for both conventional
alkaline (AE) and proton exchange membrane (PEM) electrolysers, primarily due to the high concen-
tration of corrosive chloride ions. Consequently, seawater with upfront treatment is the focus of this
study. For this purpose, seawater reverse osmosis (SWRO) is considered due to its advantages, including
producing high-quality water production and high energy efficiency [8].

In terms of selecting the appropriate type of electrolyser for the energy island, several conclusions have
been drawn from existing literature. A recent study on seawater electrolysis technologies for hydrogen
production at sea indicates that the differences between alkaline and PEM electrolysers are trivial [9].
Seeking the best current electrolysis technology to produce offshore hydrogen using marine energy, this
study compared AE, PEM electrolyser, solid oxide (SO) electrolyser and direct seawater electrolysis
where economic, environmental and social factors are considered as comparison criteria. Overall, this
study concluded that both alkaline and PEM electrolysers are likely to play a major role in the sector
of hydrogen production at sea, with the latter currently holding the best prospects of applicability.
Nevertheless, this article suggests if AE makes sufficient progress, reducing its risk profile for offshore
applications, it could become the more promising technology for hydrogen production at sea.

The authors in [10] see the desalination process comprising seawater reverse osmosis (SWRO) coupled
with PEM electrolyser as the highest likelihood of being adopted in the near future. According to their
findings, the aforementioned combination is a more practical immediate method for seawater electrolysis
rather than investing in developing catalysts and systems for direct seawater electrolysis.

Discussion

When contemplating an energy island, several key aspects can be taken into account.
Synergies between offshore energy sources. The integration of offshore wind energy with wave

or tidal energy presents an intriguing opportunity, benefiting from the time delay between these sources.
For example, given the fact that waves are lagging with respect to wind, the synergy between these two
sources is an area of interest. However, wave and tidal energy technologies are generally less mature and
yield lower power compared to wind. Additionally, the synergy of the island with the onshore production
is worth investigating.

Flexibility in low-inertia power systems. The ability of the energy island to provide flexibility
in a low-inertia power system is of great significance. It can offer provision of ancillary services across
different time scales and provides flexibility both on the production and load sides.

Dynamic scheduling and control of the electrolyser. Examining the dynamic scheduling and
control of the electrolyser, when coupled with intermittent RESs, is valuable. This can be implemented
based on factors such as the dynamic response of the electrolyser in the presence of fluctuating RESs,
hydrogen demand, electricity price, and available storage capacity both in chemical and electrical forms.

Optimised operation. Optimising the operation of the energy island is critical. This can be achieved
by taking into account various objectives such as costs, CO2 reduction and so forth.
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Life cycle assessment (LCA). Conducting a comprehensive LCA study is of importance. This
study can compare different molecules, such as hydrogen, methanol and methane, to evaluate their
environmental impacts and sustainability throughout their entire life cycles.

Incorporating these considerations can lead to an effective design and operation of energy islands,
facilitating their integration into the energy systems.

Conclusions

This article presented a scheme for the production of green molecules at sea. Since RESs exhibit
a fluctuating output power, their intermittency could be effectively accommodated using electrolysers.
This study focuses on the production of green molecules at sea, taking advantage of the benefits offered
by the seawater. To this end, the feed water for the electrolyser needs to undergo desalination, and for
this purpose, SWRO has been chosen to supply the water. Additionally, the primary end-product of
the project is methanol, which is why two CO2 capturing methods, i.e., DAC and CO2 extraction from
seawater have been incorporated into the configuration of the energy island. By the end of this study, the
operation of multiple units integrated into the energy island is going to be examined. This will include
the interaction between the available, flexibility provision of the island, scheduling and control of the
electrolyser, optimising the operation of the island and LCA studies.
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Introduction 

To achieve the climate targets they have set themselves, the European Union and the member 
states must significantly increase the production of hydrogen in the coming years [1, p. 16]. It 
is the scientific consensus that various industrial processes (e.g. the production of steel) can 
hardly be decarbonised without the use of hydrogen [2]. 
Today, the development of a hydrogen economy in Europe is still at the initial stages of policy 
plans and programmes, e.g. [3], [4], [8]. However, a lack of public acceptance could 
significantly hinder progress or even cease the development of a hydrogen economy entirely.  
While acceptance of an abstract renewable energy policy is often high, research (and 
experience) shows that acceptance tends to be significantly lower at the project level [5]. One 
reason for this acceptance gap is that citizens are often dissatisfied with how participation is 
organised in the decision-chain of an energy project, e.g. [6]. In particular, one issue that causes 
discontent is that a decision made at the macro-level (at the beginning of the decision-chain) 
can no longer be deviated from at the micro-level (at the end of the chain) [7]. 
The aim of this PhD project is to investigate the question of whether giving citizens engaging 
in public participation more leeway in deviating from macro-level decisions at project level 
leads to higher acceptance of the project. The overarching research question of this PhD project 
hence reads as follows:  
How does giving citizens engaging in public participation more leeway at project level to 
deviate from decisions made at the macro-level of the decision-chain affect the acceptance gap 
between hydrogen as an energy technology and a concrete hydrogen project? 
To answer this question, the research project is divided into four parts, each of which in itself 
answers individual research questions that add to the overall project. 

Paper A: Public Participation in the hydrogen decision-chain in Germany 
Governments across Europe are working to create the legal framework for the development of 
a hydrogen economy, e.g. [3], [4], [8]. Understandably, national governments try to design a 
legal framework that allows the hydrogen economy to develop as quickly as possible, [8, p. 4] 
and [4, p. 4]. However, when citizens feel excluded from the decision-making process or 
perceive the participation process as unfair, they might, for example, oppose individual 
hydrogen projects at the local level and hence slow down or even halt the development of 
individual projects [6]. This research project intends to legally investigate public participation 
in the decision-chain of the hydrogen core network in Germany. 
A reform of the Energy Industry Act, which is currently at the final stages of the legislative 
process, sets out the procedure for the Transmission System Operators (TSOs) to come to a 
hydrogen core network, [10, section 28r]. The hydrogen core network shall be approved by the 
Bundesnetzagentur, the respective pipelines shall be “necessary and urgent in terms of the 
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energy industry and (…) are in the overriding public interest” [10, section 28r (8), p. 25]. Such 
a qualification might potentially have extensive implications for further public participation at 
the later stages of the decision-chain, as, for example, the precise location of the pipelines will 
already be decided at this point.  
The question that follows from this is how such a decision by the Federal Network Agency on 
the hydrogen core network according to section 28r (8) EnWG-E will affect further public 
participation exactly - and whether the legal character of the respective decision by the Federal 
Network Agency justifies that in the public participation during the planning approval 
procedure substantial questions have already been completely decided and are no longer open 
for debate (potentially making public participation largely pointless). The research question 
hence reads as follows:  

How does the decision of the Bundesnetzagentur on a hydrogen core network according 
to section 28r (8) EnWG relate to the public participation procedure in the approval 
planning process?  
 

Methodology 
This paper's methodology employs a multifaceted approach, combining the legal comparison 
method and the legal dogmatic research method with doctrinal constructivism. The legal 
comparison method involves a systematic examination of the pertinent legal frameworks both 
for hydrogen and for public participation to identify similarities, differences, and underlying 
principles. Simultaneously, the legal dogmatic research method delves into the doctrinal 
aspects within the legal frameworks, analyzing statutory provisions, case law, and legal 
doctrines. Additionally, doctrinal constructivism critically engages with legal concepts to 
understand how legal doctrines are constructed and interpreted within specific contexts.  
By integrating these methodologies, the research aims to provide a comprehensive analysis of 
the legal framework of public participation within the hydrogen decision-chain with a special 
focus on how the decision by the Bundesnetzagentur according to section 28r (8) EnWG-E 
affects public participation on the later stages of the planning approval procedure.  

Paper B: The acceptance gap in the decision chain of hydrogen 
It is undisputed that public acceptance of an energy technology is essential for its large-scale 
implementation. Consequently, it exists a large quantity of research on this topic, e.g. [12], 
[13]. One essential finding is that while acceptance of an abstract renewable energy policy is 
often high, research shows that acceptance tends to be significantly lower at the project 
level.[5] However, it is unclear whether this finding also holds true for hydrogen as an energy 
technology.  
In this paper, it will be investigated whether it exists a gap between the acceptance towards the 
abstract idea of a hydrogen economy in general and the acceptance towards a concrete 
hydrogen project at the local level. While hydrogen acceptance is generally high [14, p. 10545], 
it remains to be researched whether this acceptance level remains similar when the decision-
chain reaches project-level – or whether, comparable to other energy projects, an acceptance 
gap exists between hydrogen policy and hydrogen projects. The research question for this paper 
hence reads as follows:  

Does an acceptance gap exist between hydrogen as an energy technology in general 
and concrete hydrogen projects at the local level?  

Hydrogen can be transported and stored in a variety of ways [15], hence when discussing 
hydrogen projects at the local level, different possible technologies need to be considered. In 
the case of hydrogen storage, for example, Scovell notes that the various forms of hydrogen 
storage “have unique attributes that may influence acceptance” [14, p. 10454]. The author 
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points out that research has shown that some people for example might have concerns about 
storing hydrogen underground or might be less supportive of large-scale hydrogen 
infrastructure [14, p. 10454]. Building on these fundamental insights, in this paper it will be 
investigated how acceptance relates between the macro level of the decision-chain and the local 
level when differentiating between the different relevant hydrogen technologies of the 
hydrogen core-network, namely large-scale transport infrastructure (pipelines), underground 
storage and storage facilities for ammonia.  
 
Methodology 
To describe behaviors and to gather people’s perceptions of a certain issue, survey studies with 
a standardized questionnaire are one suitable method [16, p. 7]. Steg and de Groot also point 
out that questionnaires are widely used to establish relationships between two or more 
variables. In this case, a representative image of people’s acceptance of hydrogen shall be 
established. Furthermore, it shall be investigated how the acceptance of hydrogen as an energy 
technology relates to the respective concrete hydrogen projects at the local level. The aim is to 
find out whether it exists an acceptance gap between hydrogen as an energy technology in 
general and the relevant technologies of the hydrogen core network – or if, for example, such 
a gap only exists in the case of certain technologies, for example underground storage.  

Paper C: Acceptance and engagement in the decision-chain of hydrogen  
The hydrogen economy is still at the beginning of its development. As a result, there is a lack 
of experience in the realisation of hydrogen projects, including with regard to the role of 
citizens in public participation. Although there is a rich body of literature on public 
participation in wind and solar projects [17] [6], it has not yet been investigated whether these 
scientific findings can be transferred to hydrogen. 
In this paper, it will hence be investigated whether and if so how citizens want to participate in 
the decision chain of hydrogen. The question is at what point in the decision chain citizens 
want to participate, whether this desire differs for the various technologies and how much and 
in what way citizens want to have influence on, e.g., the location, choice of technology etc. 
The respective research question hence reads as follows:  

Do and if so how do citizens want to participate in the decision-chain of hydrogen?  
To the author’s best knowledge, the literature is still scarce in this field. For wind and solar, it 
is well established that while citizens want to participate in the decision-chain once a project 
becomes concrete at the local level, at the same time they also want to have influence on major 
decisions [18]. Furthermore, it is well established that the lower the level of acceptance for a 
(wind) project, the higher the willingness to participate in the decision-chain [19]. However, it 
must still be investigated whether these findings also hold true in the case of hydrogen as an 
energy technology. It must also still be established if citizens want to participate in the decision 
chain of hydrogen at all – and if there are differences between the respective technology and 
the willingness to participate. 
 
Methodology 
Again (see above), to describe behaviors and to gather people’s perceptions of a certain issue, 
questionnaire studies are one suitable method [16, p. 7]. Steg and de Groot also point out that 
questionnaires are widely used to establish relationships between two or more variables. In this 
case, a representative image of people’s desire to participate in the decision-chain of hydrogen 
shall be established. Furthermore, it shall be investigated how the level of acceptance of 
hydrogen as an energy technology in general and the respective technologies in particular 
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relative to the desire to participate in the decision-chain – and if citizens wish to participate is 
stronger in the case of certain technologies, e.g. underground storage. 

Paper D: Public participation in the decision chain of hydrogen 
While acceptance of an abstract renewable energy policy is often high, research shows that 
acceptance tends to be significantly lower at the project level [5]. One reason for this 
“acceptance gap” is that citizens are dissatisfied with how participation is organised in the 
decision-chain of an energy project, e.g. because they feel excluded from the decision-making 
process or perceive the participation process as unfair [7]. In particular, one issue that causes 
discontent is that at the level of the decision-chain at which participation takes place, citizens’ 
possibilities for influence are often very limited. A decision, for example, that was made at the 
macro-level (at the beginning of the decision-chain) can normally no longer be deviated from 
at the micro-level (at the end of the chain) [7].  
The aim of this paper is to investigate the question of whether giving citizens engaging in public 
participation more leeway in deviating from macro-level decisions at project level leads to 
higher acceptance of the project – and in turn leads to a decreased acceptance gap. 
The overarching research question hence reads as follows:  

How does giving citizens engaging in public participation more leeway at project level 
to deviate from decisions made at the macro-level of the decision-chain affect the 
acceptance gap between hydrogen as an energy technology in general and a concrete 
hydrogen project? 

 
Methodology 
The idea of this paper is to test the effect it would have to give citizens more leeway in the 
participation process on the acceptance of a hydrogen project in an experimental setup. The 
chosen methodology for this paper is that of an experimental survey. Such an experimental 
setup enables the establishment of causal relationships between variables [16, p. 8]. In an 
experimental design, the variable that is thought to be essential for the outcome of a process 
(i.e. the independent variable) is manipulated to see if the change will lead to differences in the 
outcome variable of interest (i.e. the dependent variable) [20]. In this case, the independent 
variable is the level of leeway to deviate from macro-level decisions that citizens have during 
the public participation for a hydrogen project. The dependent variable therefore is citizens’ 
acceptance of the respective project. The question of interest that follows from this is whether 
acceptance for a concrete hydrogen project at the local level increases (i.e., the acceptance gap 
decreases) when citizens’ leeway in public participation increases as well. 
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The kinetics of the hydrogen evolution reaction (HER) in anion exchange membrane 

water electrolysis (AEMWE) can be significantly enhanced by carefully controlling the 

synthesis of electrocatalysts. Sputtering techniques offer numerous advantages over traditional 

catalyst fabrication methods, including the ability to deposit a large number of motifs while 

enabling precise control of the composition, microstructure, thickness, and load. Herein, we 

present a versatile method for fabricating ionomer-free molybdenum disulfide (MoS2) 

electrocatalysts onto graphite laminate substrates using Radio Frequency Magnetron 

sputtering. Characterization of the as-sputtered thin films was conducted by X-ray 

photoelectron spectroscopy (XPS), X-ray Diffraction (XRD), and Scanning Electron 

Microscopy (SEM) to evaluate the influence of sputtering operating parameters. The as-

sputtered samples will be incorporated into a 25 cm2 Membrane Electrode Assembly (MEA) 

and tested as cathode electrodes, alongside commercial anodes and anion exchange 

membranes. The results will provide new insights into the capability of sputtering to regulate 

the electrochemical properties of HER electrocatalysts, thereby contributing to the 

advancement of AEMWE technology.  
 

Introduction 

The global pursuit of achieving carbon neutrality by 2050 has ushered in a new era for 

hydrogen as a critical energy source. Despite this, the prevailing and economically efficient 

method for hydrogen production remains steam-methane reforming, regrettably leading to 

substantial carbon emissions. Water electrolysis has thus emerged as a sustainable alternative, 

enabling the production of “green hydrogen” by utilizing electricity generated from renewable 

sources to split water into hydrogen and oxygen.  

Among various water electrolysis technology, the anion exchange membrane water 

electrolysis (AEMWE) has recently gained widespread recognition. This technology preserves 

the advantages of proton exchange membrane water electrolysis (PEMWE) by employing solid 

electrolyte membranes. However, its principal merits stem from the use of non-corrosive liquid 

feeds, such as pure water or mild alkaline solutions. This mitigates challenges associated with 

carbonate formation prevalent in alkaline water electrolysis (AWE) operating with highly 

corrosive alkaline electrolytes, and increases compatibility with low-cost raw materials. 

Indeed, electrocatalysts for AEMWE can be made from platinum metal group (PGM)-free 

materials, such as nickel (Ni), cobalt (Co), iron (Fe), molybdenum (Mo), and copper (Cu)  in 

the form of mixed-metal alloys, oxides, chalcogenides, nitrides, phosphates, carbides and 

composites/hybrids [1-2]. This results in cost reductions compared to PEMWE, which requires 

expensive corrosion-resistant components like platinum (Pt) for the hydrogen evolution 

reaction (HER).   

 Molybdenum disulfide (MoS2) emerges as a promising alternative to Pt for the HER 

catalysis due to its stability and cost-effectiveness. In acidic conditions, crystalline MoS2 

exhibits catalytic activity primarily at its active edge sites, while the atomic basal planes have 
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limited reactivity towards HER [3]. However, in alkaline media, MoS2 demonstrates slow 

dynamics of water adsorption and dissociation due to its intrinsic structural characteristics. It 

has been proved that amorphous MoS2 offers abundant active sites and structural defects, 

resulting in enhanced hydrogen-evolution activity [4]. However, amorphous MoS2 has low 

electronic conductivity, which can be overcome by combining it with highly conductive 

carbon-based  supports [5]. To enhance the alkaline catalysis of MoS2, various surface 

modifications involving the introduction of functional groups or molecules with a high affinity 

for water have been explored [6]. These entities attract and hold water molecules, promoting 

their adsorption near the catalyst’s active sites. Another strategy involves incorporating first-

row 3d transition metals, such as Co, Ni, or Fe, into MoS2 to modulate its intrinsic electronic 

structure [7]. Despite these advancements, the catalytic activity of MoS2 in alkaline conditions 

still remains unclear, and further research is needed to comprehend the reaction mechanisms.  

In the realm of developing MoS2 as electrocatalysts for AEMWE, careful selection of 

the proper composition and structure is thus crucial. Determining the most effective processing 

procedure for incorporating the catalyst into the membrane electrode assembly (MEA) is 

equally vital. Traditional multi-stage fabrication techniques, which involve the use of powders, 

binders/ionomers, and painting/spraying processes, have limitations in controlling the 

composition and structure of electrocatalysts. This can hinder scalability to larger areas with 

uniformity, and may result in the formation of hazardous by-products. Recently, physical vapor 

deposition (PVD), particularly sputtering, has garnered significant attention as catalyst 

fabrication technique due to its numerous advantages [8-11], including its reproducibility, 

scalability, and environmental friendliness. Sputtering techniques permit the deposition of a 

wide variety of materials onto different type of supports, including porous transport layers and 

membranes. Precise control over the properties of the deposited catalyst is achievable, allowing 

for tailoring the composition of the material, optimizing its microstructure, and controlling the 

loading and thickness on the substrate. Furthermore, by selecting the optimal operational 

parameters, such as sputtering targets, sputtering power, working gas composition, substrate 

temperature, and deposition geometry, it becomes possible to obviate many steps required by 

other techniques, thereby depositing the electrocatalyst layer in one step.  

The capabilities of sputtering as catalyst fabrication technique for AEMWE have been 

previously demonstrated by López-Fernández et al. [12], who prepared nickel-based anodes 

for AEMWE with different chemical formulations, namely metallic Ni, oxide NiO, and 

oxyhydroxide NiOx(OH)y layers, by changing the working gas composition from Ar, to Ar/O2, 

and Ar/O2/H2O. Meanwhile, the film microstructure was precisely controlled by using the 

magnetron sputtering at oblique deposition angles (MS-OAD) technique, which allows the 

fabrication of porous nanocolumnar layers with higher electrocatalytic activity than compact 

films prepared at normal configuration. In another study [13], the authors demonstrated that 

MS can also avoid the need to mix ionomers with catalysts during the membrane electrode 

assembly (MEA) preparation, enabling the development of self-supported electrocatalysts. A 

nickel sputtering target with a specific number of iron stripes was used to fabricate an optimized 

ionomer-free Ni/Fe bimetallic thin film. This film exhibited outstanding electrochemical 

response as the anode in an AEMWE cell. 

In this paper, we present a one-step method for fabricating ionomer-free MoS2 

electrocatalysts onto graphite laminate substrates using radio frequency magnetron sputtering. 

A preliminary ex-situ screening of the functional properties was conducted to evaluate the 

influence of sputtering operating parameters, using X-ray photoelectron spectroscopy (XPS), 

X-ray Diffraction (XRD), Scanning Electron Microscopy (SEM), and contact angle 

measurements. The samples will be incorporated into a 25 cm2 AEMWE cell setup and tested 

as cathode electrodes at various pressures, temperatures and operating current densities. MEAs 
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demonstrating successful in-situ performance will be considered for inclusion in short stacks, 

after scaling up to the required geometric area. 

 

Methodology  

MoS2 thin films were deposited at room temperature onto commercially available 

graphite laminate substrates (AvCarb®MGL370, FuelCellStore) using radio frequency (13.56 

MHz) magnetron sputtering in the planar configuration. The deposition process occurred 

within a vacuum chamber, comprising a cathode serving as the target material and an anode 

holding the substrate. The working distance between the cathode and the anode was fixed at 25 

cm. Before each deposition, the chamber was evacuated to reach a base pressure of 

approximately 3 x 10-6 mbar, achieved using a combination of a rotary pump and a turbo 

molecular pump. Subsequently, pure argon gas was introduced into the chamber to establish a 

working pressure of about 6 x 10-2 mbar with a constant flow rate at 21 sccm. A commercially 

available MoS2 disc (99.95% purity, 50.8 mm diameter x 4 mm thick, Testbourne) served as 

the sputtering target. Prior to deposition, the MoS2 target underwent a pre-sputtering step for 

15 minutes to remove any surface contaminations. The deposition process was conducted by 

varying the deposition time and the sputtering power. 

To enhance the compatibility of MoS2 electrocatalysts with alkaline electrolytes, an 

additional treatment will be applied. After deposition, the samples will be treated with RF 

oxygen and argon plasma (Colibrì, by Gambetti) with variations in treatment time. This 

approach aims to improve the electrocatalytic performance of MoS2 thin films by introducing 

a large number of defects that can facilitate the interaction with water molecules, thereby 

enhancing the alkaline HER catalysis. Furthermore, RF co-sputtering will be employed to 

fabricate Co-doped MoS2 electrocatalysts, involving the simultaneous deposition of Co and 

MoS2 targets. The presence of cobalt is expected to enhance the catalytic activity of the MoS2 

thin films, making them more effective in promoting the HER in alkaline media.  

A thorough ex-situ physico-chemical characterization was conducted in order to 

elucidate the impact of sputtering fabrication parameters onto the structural, chemical, surface, 

and morphology properties of electrocatalysts. A profilometer was used to measure the 

thickness and surface roughness of the sputtered thin films. X-ray photoelectron spectroscopy 

(XPS) was performed for qualitative and quantitative surface characterization. X-ray 

diffraction (XRD) analysis determined the crystallographic structure of the thin films. 

Scanning electron microscopy (SEM) was employed to examine the surface morphology, size, 

shape, and homogeneity of the sputtered samples. Contact angle measurements were performed 

to evaluate the wettability and surface energy of the electrocatalyst thin films. By comparing 

the ex-situ analysis results before and after electrochemical operation, valuable insights will be 

obtained regarding the behavior and evolution of the electrocatalysts during electrochemical 

reactions.   

 The Membrane Electrode Assembly (MEA) will be prepared based on the 

configuration used in the NEWELY project, focused on advancing AEMWE technologies. This 

MEA possesses an area of 25 cm2, and its design incorporates a patented hydraulic cell 

compression system, ensuring proper contact between components. For the anode, a 

commercially available product manufactured by Dioxide Materials is employed, while the 

anion exchange membrane is the FUMATECH FAA-50, known for its excellent ion 

conductivity and long-term stability. By incorporating commercial anodes and membranes, the 

MEA setup establishes a reliable performance baseline. Thus, a comprehensive system is 

created for evaluating the electrocatalytic activity and performance of the as-sputtered 

electrocatalysts. 
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The experiments will be carried out at a reference temperature ranging from 50 to 70 

°C, using KOH feeding solutions with concentrations ranging from 0.1 to 1 M, while the 

pressure will be set between 8 and 11 bar.  The protocol for characterizing the electrocatalysts 

in the single-cell configuration will entails a series of conductivity tests. In this test, the anion 

exchange membrane is replaced with a stainless steel foil to assess the ohmic resistance of the 

system in the absence of the membrane. A current ranging from -2 A to 2 A will be applied, 

with the corresponding  voltage measurements recorded. Using Ohm’s law, the ohmic 

resistance can be calculated. Furthermore, linear sweep voltammetry (LSV) analyses will be 

executed, spanning from open circuit voltage (OCV) to 2.1 V while recording the resulting 

current. This technique enables the construction of a polarization curve (IV curve), thereby 

providing insights into the electrochemical activity, reaction kinetics, and polarization behavior 

of the electrocatalyst. In addition, electrochemical impedance spectroscopy (EIS) will be 

performed at three different voltages: the OCV, 1.7 V, and 2.1 V. A small sinusoidal voltage 

perturbation with an amplitude of 20 mV will be applied, and the frequency range will be set 

between 100 kHz and 0.1 Hz.  

 

Discussion  

In order to understand the functional properties of the sputtered MoS2 thin films, it is 

worth noting that the thickness of the catalyst film plays a crucial role in influencing its 

electrochemical behavior. Therefore, understanding the relationship between film thickness 

and functional properties is essential for optimizing the performance of MoS2 thin films. A 

representative SEM image of a generic sample of MoS2 deposited on AvCarb®MGL370 

(Figure 1) clearly demonstrates the laminated nature of the substrate, which posed challenging 

in accurately measuring the film thickness. To overcome this limitation, we have devised a 

strategy that involves fabricating films with controlled and uniform thicknesses on flat silicon 

substrates. By using flat silicon substrates as a platform for studying film thickness, we have 

been able to make more precise measurements and comparative analyses among different 

samples. This approach provided us with a standardized metric, known as "equivalent 

thickness," which serves as a reference for evaluating and discussing film thickness across our 

experiments. By calculating the deposition rate, we can produce samples with identical 

thickness but varying the sputtering power during the deposition process. This approach will 

allow us to isolate the effect of film thickness on the electrochemical properties of the electrode.  

 

Figure 1. SEM image of amorphous MoS2 deposited on AvCarb®MGL370 
 

The structural properties of the deposited thin films were investigated through XRD 

analyses. The results showed that the MoS2 films had an amorphous structure, as no XRD peaks 

were detected. Further XRD investigations will be conducted to explore potential phase 
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transformations or alterations in the film structure resulting from the electrochemical 

operations. By analyzing the evolution of the film structure, valuable insights are expected to 

be obtained into the correlation between the structural properties and electrochemical behavior 

exhibited by these films. This endeavor will undoubtedly contribute to our overall 

understanding of the intricate relationship between film structure and electrochemical 

performance. 

In addition, XPS was conducted to analyze the chemical composition and surface states 

of the MoS2 samples deposited on AvCarb®MGL370 substrate. The fitting software utilized 

for the XPS spectra analysis is based on R Studio. The XPS spectra were fitted with a Gaussian-

Lorentz peak shape, after a Shirley-type background subtraction. Figure 2 presents the typical 

XPS core line spectra of S2p and Mo3d obtained for the amorphous MoS2 samples. 

 
Figure 2. Mo3d and S2p core spectra of amorphous MoS2 deposited on AvCarb®MGL370 

 

In the core spectrum of Mo3d, we have observed five distinct peaks. The lowest energy peak, 

which is a singlet, arises at 226.5 eV. This peak is attributed to the overlapping of sulfur signals 

in the Mo3d binding energy region and is associated with the S2s core level. The remaining 

four peaks correspond to two different doublet Mo3d peaks. To ensure accurate analysis, we 

have fitted the Mo3d spectra with proper constraints. The spin orbit splitting was fixed at 3.13 

eV, and the area ratio between Mo3d5/2 and Mo3d3/2 was maintained at 3:2. The most intense 

doublet peaks occur at 229.4 eV and 232.6 eV, representing the Mo3d5/2 and Mo3d3/2 states, 

respectively. These peaks are associated with MoS2, representing the Mo4+ oxidation state. On 

the other hand, the higher energy peaks at 233 eV and 235.7 eV correspond to MoO3 (Mo6+). 

Moving on the S2p core spectrum, we observe four distinct peaks, suggesting the presence of 

two different sulfur species in the amorphous MoS2 samples. The intense peaks at higher 

binding energies (163.3 eV and 164.5 eV) correspond to bridging S2
2- and/or apical S2- S2p3/2 

and S2p1/2 components, while the peaks at lower binding energies (162.1 eV and 163.3 eV) 

indicate the presence of unsaturated S2- species. To ensure accurate analysis, also the S2p 

spectra were fitted with appropriate constraints. The spin orbit splitting was fixed at 1.18 eV, 

and the area ratio of S2p3/2 and S2p1/2 is maintained at 2:1. Furthermore, we are conducting a 

systematic analysis of the MoS2 samples by varying the fabrication parameters. By gaining 

insights into the relationship between deposition conditions and the resulting characteristics of 

the MoS2 films, we aim to optimize their electrochemical properties.  

Our ongoing efforts involve the systematic acquisition of relevant measurements to 

elucidate key electrochemical characteristics. We will assess the ohmic resistance of the 

amorphous MoS2 electrocatalysts through a comprehensive series of conductivity tests. It's 

crucial to note that the absence of the catalyst film resulted in an ohmic resistance of 25.53 

mOhm. These preliminary findings inform our ongoing research, as we continue to explore and 
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improve the electrical conductivity of these electrocatalysts. Moreover, we will conduct in-situ 

measurements on the chosen samples to determine the potential suitability of the sputtered 

amorphous MoS2 samples as high-performance electrocatalysts for the HER in AEMWE. 

Specifically, we aim to achieve a current density of at least 1 A/cm2, aligning our research 

goals with the significant advances seen in the NEWELY project. 
 

Conclusions  

This study will contribute to the advancement of AEMWE technology by demonstrating the 

capability of Radio Frequency Magnetron sputtering to regulate the electrochemical properties 

of MoS2 catalysts. The research findings will shed light on the potential of MoS2 as a cost-

effective alternative to Pt for HER catalysis in alkaline environments. By improving the 

understanding of MoS2-based catalysts and their fabrication techniques, this work paves the 

way for the development of more sustainable and efficient methods for hydrogen production.  
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Introduction 

 

In order to reduce the human footprint of CO2 emissions and limit global warming effects 

hydrogen combustion is becoming increasingly important. To enable fuel cells and gas 

turbines to operates this carbon free fuel, unprecedently large amounts of hydrogen need to 

be produced and safely transported and stored. The investigation of the effects of accidents 

involving hydrogen is therefore becoming of outmost importance. Since hydrogen is usually 

stored and transported under pressure, one scenario to be considered is the release of 

hydrogen from a leakage with subsequent ignition. The resulting jet flame must be 

characterized with respect to the thermal radiation emitted into the environment to define 

safety regulations. Various models that characterize the resulting flame shape and radiation 

already exist in the literature, but these are mainly based on empirical data from hydrocarbon 

jet flames.[1-4] To verify these models, a H2 Jet Flame project conducted at BAM, is 

investigating the safety of momentum driven hydrogen jet flames. For this purpose, large-

scale tests are carried out at the Test Site Technical Safety (BAM-TTS). The object of the 

investigations is to assess the effects of real scale release scenarios regarding flame geometry 

and the thermal radiation emitted. Parameters such as release angle, leakage diameter 

(currently 1 mm to 10 mm), pressure (currently up to max. 250 bar) and mass flow (up to 

max. 0.5 kg/s) are varied. In addition, influences such as the type of ignition, ignition location 

as well as delayed ignition can also be investigated. The gained knowledge will be compared 

with existing jet flame models, to validate these and identify a possible need for further 

development. In particular, the focus will be laid on the thermal radiation of hydrogen flames. 

The challenge here is the visualization and characterization of the flame geometry in an open 

environment. Visualization is performed using infrared (IR) camera systems from at least two 

viewing angles. Measurements of the heat radiation of jet flames, which can be found in the 

literature, are mostly based on unsteady outflow conditions.[5-11] The experimental setup used 

here allows for the generation of a steady-state outflow for several minutes and thus a direct 

comparability with existing (steady-state) models. Furthermore, the tests can be carried out 

for comparative measurements with hydrocarbons (methane, etc.) as well as mixtures of 

hydrogen and hydrocarbons.  

 

Methodology  

For large scale investigations a jet-flame test stand was constructed on the BAM-TTS. To 

ensure the requested steady state outflow with a constant mass flow over several minutes, a 

hydrogen storage of 90 kg at 300 bar is installed. 
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Figure 1: Flow chart and overview of jet flame test stand with used measurement equipment 

The evaluation of the jet flame geometry is performed using infrared cameras. Two infrared 

camera systems are directed at the flame from two different angles. To evaluate the thermal 

radiation of the jet flame, four heat radiation sensors are used. 

 

Figure 2: Jet Flame test area at the BAM-TTS, Dimensions of Jet-Flame Test Stand 18 m x 5 m x 4 m (length x wide x 

height) (left) and position of heat sensors and IR/IP CAM (right) 

Three thermal radiation sensors are used to measure the thermal radiation at different 

distances from the flame and one thermal radiation sensor is used to measure the background 

radiation of the environment. With the help of these heat radiation sensors, the surface 

emissive power (SEP) of the jet flame can be determined. The SEP is an important value for 

hazard assessment purposes as it is the dominating value for calculating the radiation emitted 

to the surroundings in case of a fire. The mass flow is controlled remotely via an adjustable 

control valve. Monitoring takes place with the aid of a Coriolis mass flow meter.  
 

Discussion  

 

Since the experimental investigation and a full characterization of all operating conditions is 

still ongoing, only partial results are presented. 

Figure 3 shows the shape of the hydrogen jet flame for the highest released mass flow (up to 

now) of �̇�=7.2 kg/min out of an orifice of 7.8 mm diameter at an absolute pressure before 

nozzle exit of p=50.3 bar (cf. Figure 1 – PIR 202). The flame shown in Figure 3 has an 

average length of l=9.1 m and an average diameter of d=1.6 m.   
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Figure 3: Comparison view on hydrogen flame with normal visible camera (left) and with IR Cam (right), mass flow of 

hydrogen �̇�= 7.2 kg/min, pressure before nozzle p=50.3 bar 

The hydrogen flame is not emitting visible light (cf. Figure 3 – left). Only by using the IR 

camera, the flame can be visualized. The IR-Cam in Figure 3 – right is set to a temperature 

range from T=850 °C to T=2000 °C with a conservatively assumed emissivity of 𝜀=1. The 

choice of the temperature limits in the IR camera is crucial as it determines the limits of the 

flame shape and therefore the size of the flame (Length, diameter and surface) which are 

directly linked to the SEP calculation.  

The measured thermal heat radiation at each sensor is used to calculate the SEP. From the 

relative position in space of the sensor and the flame, the shape and size of sensor and flame, 

a so-called view factor is calculated. The choice of the view factor has a high impact on the 

SEP. After determining the geometric boundary conditions, atmospheric conditions have to 

be taken into consideration. The aspects are summarized by the atmospheric transmissivity 

factor. [12, 13] 

In the following this study presents and discusses exemplary the results of one single test, as 

most of the obtained results show a similar behavior. A comparison of the SEP of a hydrogen 

and a methane jet flame each for a mass flow of �̇�=4 kg/min and an outlet diameter of 1/2" 

(outlet pressure p=10.0 bar for methane and p=27.1 bar for hydrogen) was carried out (cf. 

Figure 4). The advantage of using the same mass flow is that the combustion energy (and the 

resulting radiation energy) can be directly compared for both jet flames. The combustion 

energy Q in MW [12] is calculated according to: 
 

                𝑄 = �̇�𝐻𝑐 
 

(1) 

  

with �̇� the mass flow in kg/s and 𝐻𝑐 the lower heating value in MJ/kg. The lower heating 

value of methane is 50.31 MJ/kg and of hydrogen is 120 MJ/kg.[14] For the released mass 

flows the combustion energy of the methane jet flame is 3.35 MW and of the hydrogen jet 

flame is 8 MW. The radiation energy 𝑄𝑟𝑎𝑑 in MW emitted by a flame is calculated according 

to  

𝑄
𝑟𝑎𝑑

= 𝑋𝑟𝑎𝑑�̇�𝐻𝑐 

 

(2) 

 

with the unitless radiative fraction of the combustion energy 𝑋𝑟𝑎𝑑.[7] If we assume that the 

radiative fraction for hydrogen and methane is the same, the hydrogen jet flame would have a 

2.4 times higher radiation energy than the methane jet flame. In literature, smaller radiative 

fractions for hydrogen in comparison to hydrocarbons were observed. Reported radiative 

fractions for hydrogen between 0.05 and 0.15.[10, 15, 16] with an average value of 0.1 can be 
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found. For methane the radiative fractions reported showed a range between 0.1-0.25 [2, 16, 17] 

with an average radiative fraction in the range of 0.2. In the experiment the SEP’s of the jet 

flames were determined based on the measured heat radiation values in 8 m, 10 m and 12 m 

distance, resulting in 12 kW/m² for methane and 15 kW/m² for hydrogen (cf. Figure 4). The 

ratio between the hydrogen SEP to the methane SEP is 1.25, which is in good agreement with 

the theoretical predictions and in concordance with the observations from literature that a 

hydrogen flame has much lower radiative fraction than a methane flame.  

 
Figure 4: Comparison of Surface Emissive Power data from hydrogen jet flame (left) and methane jet flame (right), mass 

flow of m ̇=4.05 kg/min, nozzle diameter ½” (7.8 mm), pressure before nozzle for hydrogen p=27.1 bar, pressure before 

nozzle for methane p=10 bar 

 

These values are significantly lower compared to the SEP’s found in literature. Values found 

there cover the range of 201 – 208 kW/m² SEP for methane[2], 60 kW/m² for propane[18] or 

419 kW/m² for LNG fires.[19] 

Mostly in literature, SEP in W/m² were determined using Stefan-Boltzmann Law based on 

the flame temperature. [19-21] 
𝑆𝐸𝑃 = 𝜀 𝜎 𝑇4 (3) 

  

with T the temperature in K, 𝜎  the Stefan-Boltzmann constant in W/(m²K4) and 𝜀 the unitless 

emissivity. The challenge is to define the correct value of the flame temperature. In literature, 

the adiabatic combustion temperature is often assumed as the uniform jet flame temperature. 

Applying this to the experiment the resulting SEP’s would be 1.375 MW/m² for methane and 

1.81 MW/m² for hydrogen with an adiabatic flame temperature of T=2222 K for methane and 

T=2380 K for hydrogen and an emissivity of 1.[22] 

In literature it can be found, that the emissivity for hydrogen flames is 0.1 [21], resulting in an 

SEP of 181 kW/m². From the documented SEP’s for methane flames in literature of around 

210 – 250 kW/m² it can be deduced that the emissivity of methane is around 0.2, resulting in 

a calculated SEP of 275 kW/m².[2] In reality the adiabatic combustion temperature is not 

reached, and the flame has no uniform temperature distribution (cf. Figure 5). Therefore a 

“mean flame temperature” has to be determined. To assess the sensitivity of the Stefan- 

Boltzmann Law to different temperatures, a mean temperature of only 90% of the adiabatic 

combustion temperature (1999 K for methane and 2140 K for hydrogen) is assumed. This 

leads to SEP’s of 180 kW/m² for methane and 119 kW/m² for hydrogen with the respective 

emissivity’s of 0.2 and 0.1. It can be seen that a reduction of the (adiabatic) flame 

temperature by 10% leads to a reduction of the SEP by nearly 40%. Since the Stefan-

Boltzmann law is so sensitive towards temperature fluctuation and the determination of the 

flame temperature is not obvious especially since it has to be done for each time step, in this 

work the calculation of the SEP is done using equation (2).  
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Conclusions  

The following findings can be determined as preliminary conclusions on the current status of 

the investigation: 

 

1. Different flame shape of hydrogen flames compared to hydrocarbon flames: 

These flame geometry investigations are systematically continued in order to establish a 

statistical database. On this basis, flame models can be developed further and adjusted to 

achieve a better prediction accuracy. 

2. Differences in ignition behavior: 

Hydrogen could be ignited without any problems at all pressure levels and all nozzle 

diameters. In the case of methane, it was observed that, above a pressure of p>30 bar and a 

nozzle diameter of 7.8 mm (at a mass flow of 12.5 kg/min), after turning off the pilot flame, 

the flame was not self-sustaining and blew itself out. Reason for this could be the low flame 

speed of methane especially compared to exit velocity. Depending on the pressure ratio the 

underexpanded jet can reach Ma>1 after nozzle exit. 

3. Heat radiation values: 

First results from the release of hydrogen and methane with the same mass flow show that the 

radiative fraction of hydrogen flame is significantly lower than that of methane, which is in 

good agreement with the observations found in literature.[8, 14, 17] 

 

As an outlook, a systematic investigation of different scenarios with regard to pressure levels, 

mass flows, outlet geometries, outlet angles will be carried out. On the basis of these data, 

existing jet flame models will be evaluated towards their prediction accuracy and possible 

needs for further development.  
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Introduction 

As an effect of climate change, extreme weather events take place more often all 

over the world [1]. The main cause of this development is the emission of 

greenhouse gasses, of which CO2 is a large contributor. The impact of climate 

change has been acknowledged and countries across the world are introducing 

policies to reduce the emissions [2]. Electrification is seen as a promising 

solution to the transition towards sustainable energy. However, the operation of 

the electricity network, is disrupted by intermittency of these sustainable energy 

sources [3]. Therefore stockpiled fuels are needed to deal with supply 

disruptions and variability of these clean sources. One of these storable energy 

sources is metal, that can be used as a recyclable dense energy ca rrier of green 

energy. Metals like iron can be burnt with air or react with water to release its 

chemical energy even up to industrial scale with a high power output. The 

thermal energy which is released during this process provides heat to high 

energy- and emission- intense industries. After combustion the generated metal 

oxides are captured and reduced back to metal. It is also possible to export the 

metal over long distances, or store it indefinitely with minimal loss [4]. 

Feasibility studies of the cycle showed that replacing coal plants with iron is 

realistic [5,6]. The main issue is that our scientific knowledge to support the 

metal fuel combustion/regeneration cycle is largely missing and needs to be 

developed. While the oxidation element of the cycle  is a widely studied part of 

the metal fuel cycle, the regeneration of the energy carrier is still in a starting 

point of development. Study of the reduction process is essential for the future 

success of the metal fuel cycle. One application which can be used for reduction 

is the fluidized bed. The fluidization of particles depends on the type of gas, gas 

pressure and gas density, as well as solids characteristics, such as bed porosity, 

particle size and particle density. The porosity of the iron particles  changes due 

to reduction of iron ore with hydrogen, having a large impact on density and 

flow properties. We investigated the impact of cyclic combustion -reduction on 

material properties, with the specific focus on the reduction of iron oxides using 

hydrogen under fluidization conditions.  

Methodology  

The powder is combusted and reduced over 3 cycles under the same conditions. Afterwards 

the properties of the powder and the reaction conversion are characterized. The physical 

techniques used for size and shape analysis include laser diffraction particle size analysis and 
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scanning electron microscopy (SEM). For structure and chemistry, X-ray diffraction (XRD) 

and energy dispersive X-ray (EDX) analysis are also employed. 

 

 

Discussion  

Based on the results obtained from the particle size analysis, it appears that sticking is present 

after reduction of the powder. Previous studies on reduction of iron oxides in fluidized beds 

showed some technical issues with agglomeration of particles due to sintering at elevated 

temperature, causing de-fluidization of the bed [7,8]. The phenomenon of sticking is present 

after each cycle and is even visible on the SEM images (Figure 1, reduced 2), where a cluster 

of particles is visible. Another indication of sticking is the higher average particles sizes 

(Dv50) which shifted from +/- 50 microns towards +/- 70 microns. The Dv90, also visualizes 

the presence of large particle, which shows that 10% of the measured particles has a higher 

value than 140 microns for the second cycle and 119 microns for the third cycle. The higher 

Dv90 is also visible for the first combustion, where large agglomerates were formed due to 

particles melting together during combustion. These agglomerates were crushed before the 

Figure 1: overview of average particle sizes (Dv10, Dv50, Dv90), composition of the powder and a SEM 

image of the powder after partial cycle of reduction or combustion for the experiments performed with a 

reduction temperature of 575°C. 
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second cycle to be able to distribute the powder into the burner system. These agglomerates 

are from the second cycle no longer visible. 

 

The measured composition of the powder showed a high reduction degree, more than 92% 

iron composition, for all cycles. The composition after combustion also showed almost full 

oxidation of the iron to iron-oxides. Overall, the presence of sticking shows that there is 

space for improving the operation conditions for reduction as well combustion on minimizing 

the sticking behavior and stimulating the stability of the particle size over multiple cycles. 

 

Conclusions  

We observe that the particle size distribution remains relatively stable over multiple cycles in 

both experiments, only a slight increase is visible after the first cycle. The results suggest that 

the powder can be effectively utilized in the iron fuel cycle without requiring additional 

intermediate treatments, such as grinding and sieving after each cycle. This aspect highlights 

the potential feasibility and simplicity of implementing the cyclic combustion-reduction 

process for practical applications of iron powder as an energy carrier. 
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Introduction 

In the coming years, driven significantly by initiatives such as the European Green Deal, the energy landscape is 

in position for a notable transition, in which renewable energy sources such as solar and wind are expected to 

play a dominant role. This transition towards sustainability and carbon neutrality is closely associated with the 

utilization of green hydrogen gas (H2) as a prominent energy vector. [1],[2] In this context, proton exchange 

membrane (PEM) technology has emerged as highly advantageous, particularly in the domain of fuel cells 

designed for mobility applications. It's worth noting that experts anticipate that PEM technology will play a 

major role in the water electrolysis and fuel cell market by the year 2030. [3],[4],[5] Nevertheless, the broad 

integration of PEM technology is currently encountering considerable cost-related hurdles. As a result, extensive 

research efforts are underway to explore substitutes for noble metal catalysts and halogenated membrane 

materials. It's worth noting that manufacturing and assembling the Membrane Electrode Assembly (MEA) 

presently account for approximately 61% of the total cost associated with fuel cell systems. [5],[6] An additional 

strategy for cost reduction involves simplifying the complexity of the assembly processes, thus facilitating 

scalability through high-throughput manufacturing techniques. In this context, printing methodologies have 

emerged as a promising approach for PEM technology, largely due to their cost-effectiveness and capacity for 

high-throughput production. Some of these methodologies, such as spray coating, have been widely utilized for 

catalyst layer deposition, but exhibit broader applicability encompassing various other MEAs components. [7] 

Recent investigations on spray coating, inkjet printing, and screen printing have demonstrated their usefulness in 

depositing catalyst layers and membranes for PEM fuel cells. [8], [9] This comprehensive review provides a 

detailed analysis of the applications and outcomes achieved thus far. 

 

Methodology  

This comprehensive study is oriented towards a thorough exploration and analysis of the current state-of-the-art 

applications of printing methodologies in the fabrication of different MEA components within the PEM 

technology for fuel cells. The investigation covers the use of different printing methodologies, such as spray 

coating, screen-printing, and inkjet printing, to manufacture vital components of MEAs, such as gas diffusion 

layers, catalyst layers, and membranes, as seen in Figure 1, and compares the performance of these partially 

printed MEAs with conventional ones. The analytical scope includes a wide spectrum of parameters, including 

the domains of application, materials employed, specific printing methodologies applied in the manufacturing 

processes, classification of device types, and the resulting performance characteristics. Additionally, a 

meticulous examination of the electrochemical performance and stability of partially printed MEAs, both in 

singular cell configurations and within cell stacks, was conducted, allowing for comparative insights with 

traditionally assembled MEAs.  

560



      

 2 

 
 

Discussion  

This review provides a detailed exploration of the fundamental principles underlying spray coating, screen 

printing, and inkjet printing as versatile methodologies for the fabrication of key components within MEAs for 

PEM fuel cells. This review has elucidated the intricacies of employing these techniques to manufacture critical 

MEA constituents, including gas diffusion layers, catalyst layers, and proton exchange membranes. Moreover, it 

surveys the current state of the art in each component's manufacturing process, highlighting advancements and 

key findings in the field. The state of the art in the manufacturing processes of these components reveals an 

emerging research field focused on improving the performance while reducing costs. For instance, 

advancements in GDL fabrication involve tailoring the porosity to enhance mass transport, while catalyst layer 

development increasingly explores earth-abundant materials as substitutes for expensive noble metals. 

Membrane materials are evolving toward non-halogenated alternatives to mitigate environmental concerns. An 

essential focus of this review is an in-depth comparative analysis of the electrochemical performance and 

stability of partially printed MEAs and their conventionally assembled counterparts, where the partially printed 

MEAs demonstrate performance metrics on par with those of their conventionally manufactured counterparts. 

This comprehensive evaluation provides invaluable insights into the potential of printing methodologies for 

advancing the PEM technology in the pursuit of sustainable energy solutions. 

Conclusions  

This investigation demonstrates the prospective application of partially printed MEAs in Proton Exchange 

Membrane Fuel Cells (PEMFCs). This evaluation relies on a comprehensive analysis, incorporating 

performance metrics, to draw comparisons between the electrochemical performance of partially printed MEAs 

operating at specific current densities (mA/cm2) and their conventionally manufactured counterparts, all under 

similar attributes and operating conditions. Significantly, these findings revealed that partially printed MEAs 

exhibit performance metrics comparable with those produced by conventional methods. However, to fully 

unlock their potential, ongoing research and optimization of the MEAs' component printing processes are 

imperative. 

 

 
Figure 1- Schematic representation of the research study. 
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Introduction 

The European Union (EU) has set ambitious targets for the development and deployment 
of hydrogen as a clean and sustainable energy source. [1]. It is clear that on the way to the net-
zero target, the energy sector and industry are encountering several challenges, starting from the 
production stage and ending with the development of technologies to ensure the safe use of 
hydrogen as a fuel [2].  

When it comes to the installation of combustion monitoring and safety systems, a key 
aspect is to have a flame detection device with high reliability. For conventional fuels, flame 
presence detection and combustion control in major cases are based on the measurement of 
ionization current, also widely used in research studies involving methane and combustion 
products such as carbon dioxide [3], [4], [5]. 

The rapid development of hydrogen-fuelled devices involves ensuring safe and efficient 
combustion management, for which reliable flame detection is a clear and necessary step. The use 
of ultraviolet radiation detectors has been proposed as an alternative [6], however, the high cost 
of these detectors remains a major obstacle.  While they represent a reliable alternative, at the 
same time there is a need for accessible sensors. Innovation and development of new devices are 
indeed a challenge, but it is also a question of testing whether persistent technology with this 
feature can be applied.  

The prospects for extending the use of flame ionization current detection (FID) to 
hydrogen-enriched hydrocarbon flames are promising. However, more precise experimental data 
on the application of this technology is needed to establish applicability guidelines, detection 
limits, and recommendations for the design of devices or control systems incorporating FIDs. 

In this framework, the present work aims to address the interrogation of the possibility of 
applying FIDs, which is a widely used technology for conventional fuel flames, and well-known 
for its cost-effectiveness, to hydrogen burners. 
 
Experimental Methodology 

The experimental setup comprises four primary components, including the fuel-oxidizer 
premixing device, the burner, the probe, and the signal reading circuit. The sonde positioned 

 

* M.A. Ravotti: mariaagustina.ravotti@phd.unipd.it 

563



      

 2 

downstream in proximity to the flame and the surface of the burner body together represents the 
electrode pair, which is linked to the electrical circuit. 

This report will highlight the results of three of these models. Firstly, the initial device 
facilitated preliminary studies (Fig.1-a) and was instrumental in advancing further design 
modifications. The Burner 1 is a 7 mm diameter Bunsen burner with a 0,2 mm light mesh on top, 
capable of dealing with hydrogen content ranging from 0 to 75%. 

Secondly, a multi-hole burner was designed (Fig.1-b) to replicate the technology utilized 
in industrial settings. Burner 2 is a cylindrical burner with a diameter of 2 cm and 0.9 mm holes 
arranged at 360° over the entire surface. The last burner (Fig. 1-c) has the capability for complete 
methane substitution (100% hydrogen), owing to the arrangement of holes not covering the 
circumference, which enhances the cooling mechanism. It consists of an 8 mm diameter tube, with 
90 0,5 mm holes arranged in rows of approximately 3 cm in length.  

   
(a) (b) (c) 

Figure 1: a) Burner 1 (Bunsen with mesh 0.2 mm). b) Burner 2 (conical multi-hole). c) Burner 3, (multi-hole 0.5 mm 
90° d2). 

The experimental campaign was structured in four stages: 
1. Determination of the viability of using ionization current for methane-hydrogen flames 

detection: The evaluation was performed in burner 1. The probe was initially positioned 
within the blue cone of the flame, and then gradually moved away at a constant rate of 1,5 
mm/min (45° angle, 7 mm from the surface). The volumetric flow rate of methane was 
maintained constant and equal to 200 mL/min. The experiments were conducted with a 
hydrogen concentration range of 0 to 60%.  

2. Experimental verification of ionization current intensity in high hydrogen concentration 
flames: This experiment uses Burner 3, the experimental conditions considered H2-rich 
fuel mixtures ranging from 86% to 100%. The volumetric flow of methane was fixed at 50 
mL/min. The airflow was supplied to ensure stoichiometric conditions (ϕ =1). The 
electrode was positioned approximately 4 mm (perpendicular) from the burner surface in 
an area where a pronounced current signal was expected.  

3. Verification of the feasibility of ionization for combustion control: The experiments were 
carried out in the second burner within a range of 0-67% hydrogen. The methane flow was 
fixed at 500 mL/min. Hydrogen supply varies according to the composition that is being 
analyzed, between 0 and 1000 mL/min (Pure CH4 to 67% H2). The ϕ ratio was varied 
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according to the airflow from stoichiometric conditions to leaner mixtures. The conditions 
of excess air were always maintained, as is the case at the industrial level. The electrode 
was positioned at z = 0,6 mm from the burner surface.  

4. Feasibility of applying the principle of thermal conductivity for determining the 
methane/hydrogen ratio: For the test, TCD (Thermal Conductivity Detector) equipment 
was utilized, which functions by measuring the difference in thermal conductivity between 
a reference and the analytical gas mixture. Nitrogen was selected as the carrier gas.   
 

Results and discussion 

Figure 2 shows the ionization current intensity recorded at different electrode positions, 
with different hydrogen additions from 0 to 60%, varying the amount of air supplied, to maintain 
the stoichiometric ratio as the fuel mixture shifts its composition.   

 

 
Figure 2: Ionization Current signal as a function of electrode position z, different fuel mixture composition, and λ 

=1; z=0 corresponds to the inside of the blue flame cone, (corresponding to t = 0). 
It was observed that by placing the electrode close to the flame, the ionization current 

increases as the percentage of hydrogen increases, making the system suitable for flame detection 
with hydrogen-rich fuel. It is crucial to consider that this decline is partly because the flame height 
decreases as the hydrogen percentage increases. Figure 3 illustrates the change in flame height for 
30% and 60% flames, the richer the fuel is in hydrogen, the shorter the flame (consistent with [7], 
[8]). 

 
Figure 3: Flame shortening with increasing % hydrogen. 

It was important to establish a limit for the instrument's applicability, especially for 
mixtures with a high percentage of hydrogen since they greatly deviate from the characteristics of 
pure methane for which its applicability has already been tested. Figure 4 displays the profiles of 
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the ionization current signal as the hydrogen percentage in the fuel evolved for two fixed positions. 
It was confirmed by this experimentation that the electrode can be utilized for flame detection up 
to 95% hydrogen content in the fuel mixture.  

The obtained results are consistent with previous findings, which show that the addition of 
hydrogen can enhance the ionization of partially premixed flames by affecting the chemical 
ionization process [7]. In the range from 98% to total substitution, the results obtained are of the 
order of nA and are aligned with earlier studies that have noted that pure hydrogen flames can have 
very low ion concentrations. [9] 

 

 
Figure 4: Ionization Current profile obtained with burner 3 at different hydrogen percentages, λ = 1, and at z = 2 mm 

y z = 4 mm.  
In Figure 5, the ionization current, I [µA], was plotted in a master chart, including 

equivalence ratio ϕ, Airflow [L/h], Power [W], and CH4-H2 ratio. From the graph, it is observed 
that the same ionization current reading can correspond to four different curves. Ionization current 
could be used for combustion control if the system includes an upstream measurement point that 
records the CH4-H2 ratio, accompanied by flow meters that allow inferring the power released. 
Both values could be used as input for the selection of the correspondent parametrized curve.  

Due to the promising results obtained regarding the utilization of the electrode in flame 
control and the necessity of measuring the composition as an additional datum for the control loop, 
the feasibility of adapting existing technology, such as TCD, for this application was tested. It was 
observed (Figure 6) that as the mixture is enriched in hydrogen, the thermal conductivity module 
increases. Moreover, a direct relationship between composition and voltage is observed, which 
confirms the feasibility of using TCD technology as part of combustion control for determining 
the composition of the fuel blend.  
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Figure 5: Ionization current profiles for H2/CH4 blends range from 0 to 67% H2. Contour lines are plotted for 

ϕ. Electrode fixed at 0,6 mm from the burner surface. Burner 2 (multi-hole 0.9 mm 360°). 
 

 
Figure 6: Sensitivity of the TCD signal (mV) to the changes in the hydrogen-methane ratio. 

 
Conclusions 

This work aimed to bring further information to the use of ionization current flame 
detection for mixtures of methane-hydrogen in the context of growing political and social interest 
in the use of hydrogen as fuel. It has been shown that flame ionization detection (FID) is a useful 
tool for hydrogen flame detection and that it can be part of the combustion control system, even 
for large hydrogen presence. 

It was confirmed that the ionization current intensity rises close to the flame as the 
hydrogen percentage increases. Moreover, as the methane percentage in the fuel mixture drops, 
the optimum position of the electrode moves to the flame core.  Furthermore, it was proven that 
the electrode is effective for flame detection of up to 95% hydrogen content in the fuel supply. 
Finally, deduced that by adding upstream measurement of fuel composition, for example using a 
thermal conductivity detector, and flow to calculate power [W], a control loop could be 
established.  
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Overall, it was confirmed that the ionization current varies according to the H2/CH4 ratio 
composition, ϕ, fuel and airflow rates, power, burner geometry, and electrode spatial arrangement. 
It is believed that the results obtained in this study could have significant implications not only on 
the design phase of future equipment but also in the adaptation of the existing ones currently using 
exclusively methane to run with hydrogen. 
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Introduction 

Maritime transport contributed to 2.9% of anthropogenic global     emissions in 2018, 

emitting 1,076 million tons of    . In the EU, maritime transport was responsible for 3-4% 

of total     emissions and emitted over 144 million tons of     in 2019. In order to reduce 

greenhouse gas emissions from maritime transport, the European Union has mandated a 2% 

reduction by 2025 and an 80% reduction by 2050 compared to 2020. One of the ways to 

achieve these targets is the use of renewable fuels such as hydrogen and methanol in marine 

engines [1, 2]. Due to the special combustion properties of these fuels, they can be used as the 

main fuel in internal combustion (IC) engines. Some of the combustion characteristics of 

hydrogen and methanol have been compared with those of diesel in Table 1. 

Table 1 Comparison of various properties of hydrogen, methanol and diesel fuels [2, 3] 

Property Hydrogen Diesel fuel Methanol 

Minimum ignition energy (mJ) 0.02 0.24 0.14 

Lower heating value (MJ/kg) 120 42.5 20.09 

Autoignition temperature in air (K) 858 453-593 738 

Higher heating value (MJ/kg) 142 44.8 22.8 

Stoichiometric air-to-fuel ratio 

(kg/kg) 

34.2 14.5 6.5 

Flammability limits in air (vol%) 4-75 0.6-5.5 1.81-36 

Density at NTP (kg/m
3
) 0.08 829 790 

Mass diffusivity in air (cm
2
 /s) 0.61 0.038 0.14 

Quenching distance at NTP (mm) 0.64 - 1.85 

Peak laminar flame velocity, NTP, 

m/s 

2.65-3.25 0.3 0.42 

Octane Number >110 - 109 

Latent Heat of vaporization (kJ/kg) - 47.86 1100 

 

Because of the high autoignition temperature of hydrogen and methanol, an ignition source is 

required to start their combustion in compression ignition (CI) engines. The Dual Fuel (DF) 

approach is an efficient way to use them [4, 5]. To add hydrogen into a CI engine, there are 

some techniques which have been investigated in literature [6-13]. The modification of 

conventional port fuel injected (PFI) to hydrogen can be achieved by replacement of the 
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injection system (Fig. 1). The main challenges with the PFI method are pre-ignition, knock 

and backfiring due to the wide flammability range, low minimum ignition energy and low 

quenching distance of hydrogen. In addition, hydrogen displaces air in the intake and 

therefore limits the engine power density [14].  

The most common methods of adding alcohol fuel to the engine are blending and fumigation. 

In the blending method, the alcohol fuel is mixed with diesel fuel before injection. Then the 

mixture of alcohol fuel and diesel fuel is injected directly into the cylinder. Although this 

method is considered the simplest way to use alcohol fuel in dual-fuel diesel engines, there 

are some serious problems when using some alcohols [15]. For example, to mix some alcohol 

fuels such as methanol with diesel fuel in all proportions and form a uniform blend, some 

additional additives would be required. Due to the very low cetane number of alcohols, the 

cetane number of alcohol-diesel blends decreases. Also, the hygroscopic nature of ethanol 

increases the possibility of corrosion of the injection system and fuel tank. The fumigation 

method is an efficient way to avoid these problems. In the fumigation method, alcohol fuel 

such as methanol is added to the intake air upstream of the manifold. There are different ways 

to add alcohol fuel to the air: Injection and carbureting [16, 17]. Although the fumigation 

technique is more effective than the blending method, there are still some challenges. Due to 

the low cetane number of alcohols, there is a probability of severe knocking under high load 

[18]. Due to the high evaporation heat of alcohols, the ignition is difficult at cold start, 

warming up and low load condition [19]. In addition, the amount of CO and THC (total 

unburned hydrocarbon) increase [20]. 

 
Figure 1 Dual fuel application of hydrogen and methanol 

Thesis objective 

In order to overcome the challenges and achieve the best operating conditions for engines 

running on hydrogen or methanol, the co-combustion of hydrogen/diesel and methanol/ diesel 

should be well understood. Therefore, the objective of this dissertation is to accurately 

simulate the co-combustion of hydrogen-diesel and methanol-diesel in marine engines. In 

dual-fuel applications, diesel fuel is injected into a premixed fuel-air mixture (Fig. 2). The 

cylinder mixture is therefore not homogeneous and there are different zones with different 

equivalence ratios from lean to rich [11]. The zones around the pilot injection are rich and 
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contain a high percentage of diesel fuel, while the zones far from it are lean and contain no or 

a lower percentage of diesel fuel. Thus, the different zones have different behavior, which 

should be taken into account when calculating the Ignition Delay (ID) and Laminar Burning 

Velocity (LBV) in the dual-fuel combustion simulation. 

 
Figure 2 The schematic of in-cylinder mixture in dual fuel application 

In the first stage of the PhD, the ignition delay of the pilot fuel and the laminar burning 

velocity of the premixed fuel have been calculated, since an accurate calculation of ID and 

LBV is required to model the combustion. The result of the first step shows that the premixed 

hydrogen has no significant effect on the ID of the pilot fuel, unless the proportion of 

hydrogen in the premixed fuel is very high. However, the ID of the pilot fuel is strongly 

influenced by the premixed methanol. In terms of LBV, it can be seen that the pilot fuel has a 

significant effect on the LBV in the rich area of the two premixed fuels - methanol and 

hydrogen [21]. Then, ID and LBV were calculated for different operating conditions and now 

the data retrieval will be optimized by neural network methods. In the next step, the data will 

be used for dual combustion simulation. Abnormal combustion phenomena will also be 

investigated to determine the causes and ways to avoid them. Various simulation tools are 

used, including Cantera, Python, and GT-POWER. 
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Introduction 

The EU's planned switch from fossil to renewable energy sources by 2050 poses crucial 

challenges for the energy sector. Generating electricity from renewable sources inherently 

brings significant fluctuations in production, adding strain to the already stretched grid 

capacities [3]. For this reason, in addition to the conversion of energy production to renewable, 

its distribution and storage is a major focus of current efforts. This is where high-temperature 

SOEC (solid oxide electrolysis cell) technology for the production of green hydrogen as an 

energy carrier comes in. Due to the high-temperature level of typically 600 – 850 °C, 

efficiencies of over 80 % can be achieved with this technology, which represents the highest 

of current electrolysis systems [1,2]. In addition to SOEC-steam electrolysis, SOEC is also an 

important technology for use as a co-electrolyser. One important application, for example, is 

the electrochemical splitting of steam and carbon dioxide into hydrogen and carbon monoxide, 

which will be investigated in this dissertation. Depending on the composition of the product 

gas, it can be used as feedstock for numerous downstream industrial processes or the production 

of synthetic fuels [6]. In addition, SOEC can be used to buffer peak loads of electricity through 

the possibility of a reversible mode of operation by reconverting hydrogen in fuel cell operation 

[1]. The same could be done with PCCE (Proton Conducting Ceramics Electrolysis), another 

emerging HTEL (High-Temperature Electrolysis) method. Despite lagging behind SOEC 

development, this technology demonstrates performance and efficiencies similar to SOEC, 

albeit at temperatures 200 – 300 °C lower. This is attributed to the reduced activation energy 

needed for protonic transport [5]. For this reason, PCCE technology is also analyzed in this 

dissertation. 

 

Despite the great potential, significant problems still need to be solved for the commercial 

application of SOEC systems. One of the main challenges of this technology is the severe 

degradation caused by high temperatures. Thus, in comparison to other electrolysis 

technologies, only limited lifetimes can be achieved [8]. In addition to the temperature-related 

high degradation and the associated comparatively short lifetime, the lack of system-level 

investigations is another major issue of SOEC technology. To date, research has shown a high 

potential for HTEL, but this is mostly limited to the cell and stack level and little is known 

about the behavior in real operation. To implement this electrolysis technology cost-effectively 

on a large scale, it appears to be essential to integrate it with industrial processes, gas turbine 

plants, or other exothermic processes to optimize heat utilization [4]. Within the scope of this 

work, therefore, a virtual system for the optimization of operating strategies and BoP (Balance 

of plant) components is to be developed, which should increase the efficiency of the overall 

system and ensure the avoidance of lifetime-reducing operating modes for various application 

scenarios. 
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Methodology  

In the course of this dissertation, on the one hand, the lifetime of high-temperature and co-

electrolysis as a central challenge of this technology shall be investigated and increased. On 

the other hand, the efficiency of the overall HTEL system is to be improved using numerical 

simulation and suitable operating strategies are to be derived. Currently, there is very little 

research in the field of HTEL beyond the cell and stack level, which is why this dissertation is 

intended to provide estimates of the overall efficiency and the development of operating 

strategies to improve it.  

 

In the first step, a comprehensive literature review provided a basic comparison of different 

HTEL methods concerning their degradation behavior, lifetime, performance, efficiency, and 

suitability for use as co-electrolyzer. Therefore, we placed particular emphasis on SOEC and 

PCCE technology to analyze the overall potential of both technologies. Based on the findings, 

we plan to create a matrix of HTEL technologies to establish a foundational understanding for 

future studies. 

 

The main focus of this dissertation is the development of a numerical simulation model from 

cell to system level. Based on the experimental results of a modified HTEL cell, an existing 

simulation model is currently being adapted for use in co-electrolysis operation. The model 

will focus on simulating the electrochemical reactions and diffusion processes of the reactants 

occurring within the cell, tailored to specific product gas compositions. This will generate an 

IV characteristic curve to estimate cell efficiency and product gas mass flow, factoring in the 

impact of degradation. For the overall system simulation, the main focus lies on the 

development of a virtual BoP design and its components to optimize efficiency. To achieve 

this, the components are analyzed in well-defined submodels and integrated into the overall 

virtual system environment. Figure 1 shows an example BoP architecture of an SOEC system 

which serves as a basis for the work within this dissertation. 

 

 
Figure 1: Exemplary BoP architecture of an SOEC system. Image taken from [7] 
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The creation of the submodels, as well as the virtual overall system, will be done with the 

software Matlab-Simulink. For all fluid mechanical processes of both the reactant and product 

flow inside the cell, as well as the BoP components, the Ansys Fluent fluid simulation software 

is utilized. The validation of the cell submodel in an experimental setup will be conducted 

cooperatively with the Institute of Thermal Engineering of the Graz University of Technology. 

 

For a better understanding of long-term testing with a special focus on degradation 

mechanisms, the development of test methods, protocols, and diagnostic tools is another 

important task of this work. Therefore, specific tools such as EIS (Electrochemical Impedance 

Spectroscopy) will be further investigated and applied for stack characterization, performance 

evaluation, and state of health monitoring to build solid expertise for future research.  

 

 

 

Discussion  

The expected outcome of this work is a profound knowledge of the main degradation issues of 

SOEC technology and the definition of an optimized system layout, operation strategy, and 

BoP design for various application scenarios. The developed virtual system environment will 

be built modularly, facilitating the integration of different submodels like a stack model and 

BoP models. Therefore, the simulation model should be applicable to simulate different 

application scenarios and preferred feedstocks in the case of co-electrolysis. Data validation 

will be conducted collaboratively with industrial and scientific partners. 

 

A key task in the dissertation is to improve thermal management by optimizing BoP size and 

physical positioning to account for heat flows and reduce thermal losses. According to the 

current state of the literature, little effort has been put into optimizing the thermal management 

of BoP components as well as the coupling with heat transport flows of industrial processes, 

why its optimization offers great potential to increase the overall plant efficiency. In addition 

to improving thermal efficiency, optimized heat flows will aid to increase service life by 

identifying and improving or eliminating the main degradation mechanisms. 

 

The improvement and development of optimized operation strategies of SOEC and co-

electrolysis systems in a virtual environment is another essential point of this work. Different 

application scenarios and feed gases have to be considered. The development of optimized 

operating strategies will also include degradation-promoting operations like highly dynamic 

load profiles to understand the grid connectivity of SOEC. The virtual system environment will 

provide the possibility of scale-up and serve to investigate 

a) Effects of temperature distributions 

b) Shutdown behaviour and thermal-cycling 

c) Degradation behaviour and maintenance intervals of cell and BoP components 

 

Finally, agreed on non-objectives of this dissertation are: 

• System development and implementation into a specific real-life operation scenario 

• Design and setup of a stack and module on the testbed 

• Coupling of a SOEC and co-electrolysis system into an overall renewable power system 
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Conclusions  

Within the scope of this dissertation, SOEC technology in the co-electrolysis operation mode 

is to be investigated and optimized. For this purpose, a virtual environment with numerous 

submodels is to be developed, which, depending on the application scenario, is suitable for 

predicting decisive operating parameters and lifetime issues. To accomplish this dissertation, 

the following summarized research methodology should be employed: 

• Extensive literature review of the current state of the art 

• Creation of a technology matrix of HTEL systems to compare critical operating 

characteristics 

• Definition of system boundaries for each submodel 

• Extension and creation of single models to represent co-electrolysis using SOEC on cell 

and stack level by validation with experimental tests 

• Creation of single models for BoP component thermal simulation to improve thermal 

management, optimized component design and favourable overall system layout 

• Creation of a virtual overall system and integration of submodels 

• Development and optimization of suitable operating strategies for different application 

scenarios 

• Development and selection of suitable analysis tools and test methods for the 

characterization of long-term behaviour with a focus on degradation 
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Introduction 

Lime plays a vital role in various industries, including steel production, environmental 

applications, construction, and chemicals production. However, traditional lime production 

methods emit substantial CO2, contributing to environmental concerns. Efforts to reduce 

carbon emissions in the lime industry are underway, including carbon capture and 

alternative production methods. 

In response to the growing environmental challenges associated with traditional lime 

production, a novel electrochemical approach was introduced by Ellis et al. in 2019 [1]. This 

process takes place in a hybrid electrolyzer that operates with solid, liquid, and gaseous 

phases. It involves the dissolution of limestone in the anodic chamber, followed by the 

precipitation of calcium hydroxide in the cathodic chamber, driven by a pH gradient created 

during water electrolysis. This new route is compared to the conventional way and the four 

key steps of the process are explained in Figure 1. 

 

 

 

The operation of the hybrid electrolyzer in a two-compartment cell is thoroughly examined 

at various applied currents. Each step in the process, from neutral water electrolysis to 

hydroxide precipitation, is analyzed. Transport number is introduced to assess the 

establishment of the pH gradient and calcium migration. The study also addresses the effect 

of precipitation on membrane fouling and a strategy to minimize it. 
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Figure 1: Comparison between thermal and electrochemical production 

of Ca(OH)2 and a simplified reaction scheme of the hybrid 

electrolyzer. 
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Methodology  

Experiments at different current applied were performed in a 1-liter capacity glass H-cell. 

Both compartments of the cell were subjected to magnetic stirring at 400 revolutions per 

minute. 

Calcium carbonate, with a purity exceeding 99.0% was introduced into the anode 

compartment. Electrodes with dimensions of 65x25x2mm were used, featuring a pure nickel 

cathode and a DSA-coated anode with mixed metal oxide on both sides. A cation exchange 

membrane, Nafion N115 served as the separator between the two compartments. 

The experimental setup included a potentiostat and a double-junction pH electrode supplied 

by Metrohm. Sampling was conducted in each compartment during the experiments to 

determine pH and calcium ion concentration through ICP-AES analyses. XRD analysis was 

performed using a Bruker D8 Advanced device equipped with LYNXEYE detectors and a 

cobalt source to analyze the precipitate obtained. All experiments were conducted at room 

temperature. 

 

Discussion  

As can be seen in Figure 2, a perfect faradic efficiency for the first step, water electrolysis, 

has been obtained by using NaClO4 or Ca(ClO4)2 as electrolytes. With NaNO3 electrolyte, 

the preferential reduction of nitrate ions hinders the production of hydrogen. Electrodes used 

are DSA (Ti coated with IrO2) for the anode and nickel for the cathode. The establishment 

of a pH gradient inside the cell has also been highlighted thanks to the use of these neutral 

electrolytes.  

 

The next step, the dissolution, follows the stoichiometry expected regardless of the current 

applied. Indeed, the slope of the linear fit (5.12 ± 0.07 ⋅ 10−6 mol/C) shown in Figure 3 is close 

to the 5.18 ⋅ 10−6 mol/C expected by the stoichiometry. It has to be noticed that with a higher 

applied current, kinetics limitations could appear.  

Figure 2: Faradic efficiencies obtained for both electrolytes tested with 

a DSA anode and nickel cathode. 
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The efficiency of the calcium ions migration was understood thanks to the use of the transfer 

number, i.e. the fraction of current carried by an ionic species i. 

 

Transport number ≡ 𝑡𝑖 =
𝐼𝑖

𝐼
=

𝑧𝑖𝜇𝑖[𝑖]

∑ 𝑧𝑘𝜇𝑘[𝑘]𝑘

(6) 

 

To respect the stoichiometry, the calcium ions transport number should reach one. Then, to 

maximize it, a cationic membrane and a calcium-based electrolyte in the anodic chamber 

must be used to prevent other ions from driving the current. Inevitably, the Ca2+ migration 

efficiency decreases with the pH value in the anodic compartment due to H+ migration. As 

illustrated in Figure 4, the pH in the anodic compartment must be kept above 2.45 to obtain 

a transport number higher than 99%. Thanks to those insights, the linear fit performed on 

Figure 5 shows a migration efficiency of 96% compared to the stoichiometry expected. 

 

 

Figure 3: Quantity of calcium dissolved as a function of the charge 

applied 

Figure 4: Ca2+ transport number as a function of the pH in the anodic 

chamber 
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Finally, the DRX and SEM analysis of the precipitates obtained, presented on Figure 6, 

proved the production of calcium hydroxide. Fouling of the membrane due to the 

precipitation has been highlighted. As illustrated on Figure 7, the fouling can be reduced, 

but not suppressed, by CaCO3 batch additions that allow the choice of a lower working pH 

in the anodic compartment. A lower working pH implies also a decrease of the transport 

number and so, a decrease of the migration efficiency. A compromise must then be found. 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure 5: Quantity of migrated calcium ions as a function of the charge 

applied 

Figure 6: (A) DRX and (B) SEM analysis of the calcium hydroxide 

precipitates obtained by electrochemical way 
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Conclusions  

In summary, this study has highlighted critical aspects to maintain the stoichiometry of the 

four steps: water electrolysis, limestone dissolution, calcium ion migration and hydrated lime 

precipitation. Thoughtful choices of electrolytes and electrodes have led to notable 

efficiencies in water electrolysis. The dissolution stage showed no speed limitation regardless 

of the current tested. Calcium ion migration was also investigated emphasizing the 

importance of the transport number for optimal efficiency. Lastly, the analysis of precipitates 

proved the formation of calcium hydroxide and associated fouling issues. These findings 

contribute to the understanding of this novel electrochemical process for further industrial 

application. 
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Figure 7: Pictures of membranes at the end of 6h experiments with 

different operating cases: A) Without CaCO3; B) With an excess of 

CaCO3; C) With batches of CaCO3 to stay at a pH between 1.5 and 2 
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Introduction

Greenhouse gas emissions are responsible for global warming [1], and this could lead to sig-
nificant and irreversible damage to the natural ecosystem and human society. As the maritime
sector accounts for approximately 3% of the global emissions [2], the International Maritime
Organization (IMO) posed restrictions on the emissions of the maritime sector to pursue a de-
crease of emissions of 40% by 2030, and 70% by 2050, with respect to 2008 [3]. This could
be achieved by increasing the efficiency of maritime vessels [4], e.g. by designing modular
power plants for maritime vessels [5]. Another option is to switch to alternative fuels such as
hydrogen [6]. Traditionally, hydrogen is compressed and stored as a gas, liquefied, or cryo-
compressed (liquefied under high pressure). However, each of these methods has drawbacks
such as high pressures, low volumetric density, high energy requirements, and thick (insulated)
walls. To overcome these disadvantages, alternative methods to store hydrogen are increasingly
researched. Alternative methods, where hydrogen is stored in a carrier material, can be sorted
into two different categories: liquid hydrogen carriers and solid hydrogen carriers. There are
multiple viable hydrogen carriers, but the solid hydrogen carrier sodium borohydride (NaBH4),
which is a granular material, is particularly promising [7]. It is non-flammable, can be stored
at ambient conditions (pressure and temperature), and has a relatively high volumetric energy
density [8–10] compared to traditional hydrogen storage. When using NaBH4 as fuel for mar-
itime vessels, it reacts with water inside a reactor to produce hydrogen and a reaction product
(spent fuel). The latter has to be stored for the remainder of the voyage and can be regener-
ated onshore. Both the NaBH4 and its spent fuel are granular materials that can be classified
as granulate or powder, depending on the size of their particles. While Lensing [11], Nievelt
[12], and Düll et al. [13] investigated the use of NaBH4 and other solid hydrogen carriers for
maritime vessels, they did not discuss their mechanical characteristics which are required to
design suitable storage and handling equipment.

This paper aims to identify the required mechanical characteristics of NaBH4 and its spent
fuel, to be able to design equipment for handling and storage using the Discrete Element Method
(DEM). First, a circular bunkering process will be discussed, providing insight into the required
storage and handling equipment. Then, a methodology to determine the required mechanical
characteristics of NaBH4 and its spent fuel is presented. Finally, a conclusion is given, and how
the empirically determined data can be used for modelling equipment with DEM is discussed.

*Corresponding author: M.C.vanBenten@tudelft.nl
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Circular Bunkering Process

In Figure 1, the required circular bunkering process to bunker multiple vessels simultane-
ously is shown. First, the fuel (NaBH4), is stored in the port storage, from where it can be
transported to the onboard fuel storage of the vessels when moored along the quay. During
vessel operation, NaBH4 is mixed with water and fed to the reactor, where it is converted into
hydrogen (H2), and a reaction product (spent fuel), conform Equation 1 [14]:

NaBH4 + (2 + x)H2O → NaBO2 · xH2O+ 4H2 for x ∈ [0, 2, 4] (1)

While the obtained hydrogen is used to power the vessel, the spent fuel (NaBO2·xH2O) has
to be stored. First, the spent fuel, also known as sodium metaborate, is separated by crystalli-
sation from the unreacted fuel and water, where after it can be stored in the vessel’s spent fuel
storage. When the vessel receives new fuel, the spent fuel has to be transported to the port
storage to be able to execute a new mission. At the port, the spent fuel can be regenerated into
the fuel, as shown in Equation 2 [15, 16]:

NaBO2 · xH2O+ (2 + x)MgH2 → NaBH4 + (2 + x)MgO + (2x)H2 for x ∈ [0, 2, 4] (2)

where MgH2 and MgO denote magnesium hydride, magnesium oxide, and magnesium, re-
spectively. The design, configuration, and capacity of vessels’ and port storage facilities and
handling equipment for both the fuel and the spent fuel depends on numerous factors, such as
the number of vessels N, the type of vessels, and the behaviour of the materials. The latter
can be quantified by measuring the mechanical characteristics of the materials, which will be
discussed in the next section.

Figure 1: Circular Bunkering Process

Mechanical Characteristics of Bulk Materials

In a previous paper, we defined three categories of mechanical characteristics [17]: bulk ma-
terial characteristics, interface characteristics, and particle characteristics. The former describes
the characteristics of the bulk material and the interaction with itself, such as bulk density, par-
ticle size distribution, internal friction and cohesion, while the interface characteristics describe
the interaction of the bulk material with the equipment, such as the wall friction or adhesion.
The last category, particle characteristics, focuses on the individual particles, e.g. their density,
size, and shape. Furthermore, these mechanical characteristics are not fixed but are affected

2
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Figure 2: Mechanical Characteristics and Operation Conditions [17]

by operational conditions such as temperature, stress history, and humidity. Temperature and
humidity affect the moisture content of bulk materials, which in turn affect their cohesion and
adhesion through capillary forces [18]. Next to this, temperature changes can result in the ex-
pansion or contraction of individual particles [19], effectively altering the particle size, bulk
density, and other characteristics. Stress history, including handling, time consolidation, and
packing, affects the mechanical characteristics mainly due to prolonged and varying stresses
applied to the particles. Handling could result in changing particle size and shape distributions
due to attrition and breakage of particles [20], which in turn affect other characteristics such as
cohesion and internal friction. Time consolidation may lead to deformations of the particles,
effectively enlarging the contact area of particles with their neighbours and the equipment, such
that cohesion and adhesion increase [21]. Packing describes the orientation of particles with
respect to each other, hence a change in the packing can result in a change of characteristics
such as internal friction, bulk density, cohesion, and adhesion. A visualisation of the different
mechanical characteristics and the operational conditions is shown in Figure 2.

Methodology

To understand the behaviour of bulk materials, empirical data is required. Therefore, an exper-
imental plan has been developed and shown in Table 1. It specifies the determined mechanical
characteristics and the considered operational conditions for each experiment. Using this plan,
the behaviour of the fuel and the spent fuel is quantified, such that the gathered data can be used
to calibrate, verify, and validate material models in a DEM environment. These models will be
used to provide guidelines for the design of storage and handling equipment.

Discussion

Ring shear tests, sieve analysis and imaging, but also individual particle strength tests showed
that NaBH4 is a free flowing material, unless it is consolidated over time or the moisture content
exceeds a certain level. Furthermore, dynamic vapour sorption tests indicated a threshold for
the relative humidity of the environment above which NaBH4 starts to attract water from the air.
Surprisingly, this threshold differs from the 19% RH found in the work of Murtomaa [22], Li
[23], and Beaird [24]. Lastly, once moisture has been absorbed by NaBH4, it could not simply
be removed by drying the material, as the material would cake together and form a single large
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Experiment
Mechanical

Characteristics
Operational
Conditions

Ring Shear
Tester

• Bulk Density
• Cohesion
• Internal Friction
• Tensile Strength
• Unconfined Yield Stress
• Consolidation Stress
• Flow Function
• Lateral Stress Ratio
• Wall Friction
• Adhesion

• Time Consolidation
• Handling
• Temperature1

• Relative Humidity1

Sieve • Particle Size (Distribution)
• Time Consolidation
• Handling

Imaging
• Particle Size (Distribution)
• Particle Shape (Distribution) -

Individual Particle Strength Test • Particle Strength -
Dynamic Vapour Sorption Test • Moisture Uptake2 • Relative Humidity

Moisture Depth Test • Moisture Penetration (Rate)2 • Handling

Ledge Test • Angle of Repose
• Time Consolidation
• Temperature1

• Relative Humidity1

Draw Down Test
• Angle of Repose
• Shear Angle
• Discharging Time

• Time Consolidation
• Temperature1

• Relative Humidity1

Equipment Test3 • T.B.D. • T.B.D.

Table 1: Determined Mechanical Characteristics with Experiments

1: Depends upon the availability of a climate chamber
2: Moisture is not a mechanical characteristic, but it greatly affects them and is categorised as such
3: An experiment with real-life equipment is required to validate the developed DEM models

mass. These first results indicate that handling and storage equipment for NaBH4 has to be
designed such that no moisture can be absorbed by the material, but how time consolidation
will affect the design is not yet clear.

Conclusions

NaBH4 holds great promise as an alternative fuel for the maritime industry, and a circular
bunkering process has been proposed which shows the required storage and handling equipment
for both port and vessel operations. As the design of storage and handling equipment strongly
depends on the mechanical characteristics of the fuel and the spent fuel, which are currently
unknown, an experimental plan has been proposed to determine the relevant mechanical char-
acteristics under various operational conditions. Preliminary results showed that an increase in
moisture content in combination with time consolidation alters their behaviour indicating the
importance of taking into account the storage and handling conditions on the vessel and at the
port. DEM simulations are expected to provide insight into the behaviour of the materials, such
that efficient equipment can be designed and NaBH4 can be used as fuel for maritime vessels.

This research is supported by the project Sustainable Hydrogen Integrated Propulsion Drives
(SH2IPDRIVE), which has received funding from RvO (reference number MOB21013), through
the RDM regulation of the Ministry of Economic Affairs and Climate Policy.
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Introduction 

 
Catalyst particles which are used in water electrolysis and fuel cells are normally supported on 
high surface area materials, usually carbon, to increase their electrochemically active surface 
area [1], [2]. Catalytic materials possess different intrinsic catalytic activity; nevertheless, some 
physical characteristics of the catalysts can also deeply influence their catalytic activity, such 
as the shape, morphology of the Pt nanoparticles, and interparticle spacing [3]. There are a lot 
of studies in the literature dealing with this topic in electrolysis [4], [5], [6]. These 
characteristics can be used to tune the nanoparticles electrocatalytic activity [7]. 

Research perspective in designing the catalyst layer for fuel cell and water electrolysis 
applications is directed towards ordered controllable structures rather than the conventional 
carbon-supported disordered ones [8]. Recently, the potential use of high surface area 
nanomesh electrodes, possessing the surface area enhancement of 100x, is manifested in water 
electrolysis and CO2 electroreduction applications [9], [10]. These nanomesh electrodes can be 
directly made of catalyst materials. Bearing in mind that the high surface area nanomesh 
electrodes intrinsically render high surface area without any need to make catalyst 
nanoparticles, one may argue if nanoparticles would give a higher catalytic activity in this type 
of ordered supports. The current dissertation aims to answer to this question, comparing the 
catalytic activity of Pt nanoparticles and Pt thin films, deposited on Ni substrates, for hydrogen 
evolution reaction (HER), oxygen evolution reaction (OER), and oxygen reduction reaction 
(ORR). 
 

Methodology  

Pt nanoparticles (NPs) and a Pt thin film were deposited on physical vapour deposited (PVD) 
Ni using a Teflon cell and three-electrode technique. The PVD Ni substrates were used as 
working electrodes together with a reference electrode (RE) and a platinized titanium mesh as 
counter electrode (CE). The bath used for the deposition was 3 mM K2PtCl4 + 0.5 M NaCl + 1 
mM HClO4. The nanoparticles were deposited at a given charge density of 5 mC/cm2, at 
different current densities of -0.010, -0.025, -0.050, -0.100 mA/cm2 for 500, 200, 100, and 50 
s, respectively. Thin films of Pt were deposited using a technique known as Pt electrochemical 
atomic layer deposition (EALD)[11] by applying the potential of -0.8 V for 200 s for 4 cycles; 
the substrate was rinsed with deionised water in between the cycles. Characterisation of the 
nanoparticles was done using scanning electron microscopy (SEM) and hydrogen adsorption 
and desorption peaks analysis[12]. 

To electrochemically characterise the catalytic behaviour of the samples, an inverted rotation 
disk electrode (IRDE) tool was used. Electrochemical activity of the samples was thus 
compared for HER, OER, and ORR. A reversible hydrogen electrode (RHE) and a Pt mesh 
were respectively used as RE and CE. The working electrode potential was swap from its open 
circuit potential (OCP) up/down to the onset of HER, OER, or ORR. The scan was continued 
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until the absolute value of 50 mA/cm2 is reached for the current density. The experiments were 
done in 1 M solution of KOH, and the solution was respectively purged with N2, O2, and O2 
again for the onsets of HER, OER, and ORR. 

Discussion  

Figure 1 shows the SEM images of the studied samples: blank PVD Ni, Pt nanoparticled Ni 
samples, and Pt EALD sample. It is seen that the deposited Pt NPs are almost equal in size 
in diameter, but the island density increases with increasing the applied current density. The 
surface area and the island density of the nanoparticles and the thin-film Pt is analysed by 
image analysis and by electrochemical methods. 
  

 
 

Figure 1: SEM image of a) blank PVD Ni and Pt NPs deposited at b) -0.010 mA/cm2 for 500 s, c) -0.025 
mA/cm2 for 200 s, d) -0.050 mA/cm2 for 100 s, e) -0.100 mA/cm2 for 50 s, and f) Pt EALD. 

The expected outcome is work is to study if there is a trend between the catalytic activity of Pt with the way it is 
deposited as nanoparticles or thin films. The rest of the work will involve measuring the onset of HER, OER, and 
ORR on the above-mentioned samples and normalization of the current density to the surface area or 
circumference of the Pt nanoparticles or thin film. Herewith the answer to the question is sought.   

 
Conclusions  

Pt nanoparticles were deposited on PVD Ni substrate by galvanostatic polarization. Pt 
EALD technique was also used to coat PVD Ni with a thin film of Pt. Comparing the 
catalytic performance of these substrates and exploring if there is a relation between the 
surface area or circumference of the Pt nanoparticles or thin film will be a way to find out 
how catalytic activity of highly porous ordered catalyst layers such as nanomesh electrodes, 
may be affected by nanoparticles. 

 

References 

[1] E. Antolini, “Carbon supports for low-temperature fuel cell catalysts,” Appl Catal B, vol. 88, no. 1–2, 
pp. 1–24, Apr. 2009, doi: 10.1016/J.APCATB.2008.09.030. 

[2] Y. Yang, K. Chiang, and N. Burke, “Porous carbon-supported catalysts for energy and environmental 
applications: A short review,” Catal Today, vol. 178, no. 1, pp. 197–205, Dec. 2011, doi: 
10.1016/J.CATTOD.2011.08.028. 

[3] E. Antolini, “Structural parameters of supported fuel cell catalysts: The effect of particle size, inter-
particle distance and metal loading on catalytic activity and fuel cell performance,” Applied Catalysis B: 
Environmental, vol. 181. Elsevier, pp. 298–313, Feb. 01, 2016. doi: 10.1016/j.apcatb.2015.08.007. 

590



      

 3 

[4] T. O. Schmidt et al., “Elucidation of Structure–Activity Relations in Proton Electroreduction at Pd 
Surfaces: Theoretical and Experimental Study,” Wiley Online Library, vol. 18, no. 30, Jul. 2022, doi: 
10.1002/smll.202202410. 

[5] M. Nesselberger et al., “The effect of particle proximity on the oxygen reduction rate of size-selected 
platinum clusters,” Nature Materials 2013 12:10, vol. 12, no. 10, pp. 919–924, Jul. 2013, doi: 
10.1038/nmat3712. 

[6] L.-J. Yuan et al., “Electrocatalysis Mechanism and Structure–Activity Relationship of Atomically 
Dispersed Metal-Nitrogen-Carbon Catalysts for Electrocatalytic Reactions,” Small Methods, vol. 7, no. 
3, p. 2201524, Mar. 2023, doi: 10.1002/SMTD.202201524. 

[7] J. Huang, J. Zhang, and M. H. Eikerling, “Particle Proximity Effect in Nanoparticle Electrocatalysis: 
Surface Charging and Electrostatic Interactions,” Journal of Physical Chemistry C, vol. 121, no. 9, pp. 
4806–4815, Mar. 2017, doi: 10.1021/acs.jpcc.6b10842. 

[8] M. Chen, C. Zhao, F. Sun, J. Fan, H. Li, and H. Wang, “Research progress of catalyst layer and 
interlayer interface structures in membrane electrode assembly (MEA) for proton exchange membrane 
fuel cell (PEMFC) system,” eTransportation, vol. 5. Elsevier B.V., Aug. 01, 2020. doi: 
10.1016/j.etran.2020.100075. 

[9] N. Plankensteiner et al., “Freestanding μm-thin nanomesh electrodes exceeding 100x current density 
enhancement for high-throughput electrochemical applications,” Mater Today Energy, vol. 30, Dec. 
2022, doi: 10.1016/j.mtener.2022.101172. 

[10] N. Plankensteiner et al., “Competitive enhancement of CO2 reduction reactions versus hydrogen 
evolution for high surface area electrodes: A comparative study for Cu and Ag nanomesh,” Electrochim 
Acta, vol. 474, p. 143495, Jan. 2024, doi: 10.1016/J.ELECTACTA.2023.143495. 

[11] Y. Liu, C. M. Hangarter, D. Garcia, and T. P. Moffat, “Self-terminating electrodeposition of ultrathin Pt 
films on Ni: An active, low-cost electrode for H2 production,” Surf Sci, vol. 631, pp. 141–154, Jan. 
2015, doi: 10.1016/J.SUSC.2014.06.002. 

[12] R. Sharma, S. Gyergyek, and S. M. Andersen, “Critical thinking on baseline corrections for 
electrochemical surface area (ECSA) determination of Pt/C through H-adsorption/H-desorption regions 
of a cyclic voltammogram,” Appl Catal B, vol. 311, p. 121351, Aug. 2022, doi: 
10.1016/J.APCATB.2022.121351. 

  

591



      

 1 

Storage needs for integration of renewable hydrogen production 

with industrial processes 

S. Pekkinen1, A. Santasalo-Aarnio1 

1Department of Mechanical Engineering, School of Engineering, Aalto University 

 

Introduction 

The human society is facing an unprecedented challenge in anthropogenic climate change, 

mainly due to the massive greenhouse gas emissions from fossil fuels used in energy 

production and industry. Industry accounts for nearly 40% of the global energy consumption, 

mainly sourced from fossil fuels such as coal and natural gas [1]. Hydrogen has been 

identified as a potential feedstock that can be used a feedstock in oil refining, iron reduction 

or ammonia production. Hydrogen is already being used especially in chemical industry, 

produced from natural gas through steam methane reforming. Replacing this grey hydrogen 

with green hydrogen produced through water electrolysis with renewable electricity could 

reduce significantly industrial emissions globally. [2] However, renewable energy production 

is reliant on weather conditions while industrial processes are quite inflexible, meaning a 

balancing component is required in the system in the form of a hydrogen storage. 

 

There are many known technologies to store hydrogen, either as a pure substance or bonded 

with different chemical compounds. Storing pure hydrogen as a compressed gas is the most 

used option currently, with high-pressure storage vessels being an already commercial 

technology. However, compressing low-density hydrogen gas to high pressures consumes 

energy and hydrogen-specific vessels can be costly. [3] Another method to store hydrogen 

gas is to use underground geological caverns that have non-permeable material on the surface 

to prevent leakages. Open spaces carved into salt deposits are already used to store hydrogen 

and show good capability of containing hydrogen gas. [4] However, these salt formations are 

not present everywhere in the world, for example in Scandinavia. Therefore, other solutions 

are required and hollowed out caverns could be lined with other materials, such as steel [5].  

 

As industries are looking into green hydrogen as a means of decarbonization, more 

knowledge is required on what are the storage needs and what are the costs associated with 

them. Energy systems have been modeled extensively, including hydrogen systems, but many 

of them lack in-depth understanding of the storage technology in the system and often 

represent it only by energy capacity. This study aims at developing a model that includes the 

fundamental thermodynamic characteristics of compressed hydrogen gas in a large-scale 

storage system. Another aim is to quantify the storage capacities required when 

decarbonizing industrial hydrogen supply. 

 

Methodology  

To evaluate the hydrogen storage capacities required, a model has been developed where 

hydrogen is produced from renewable electricity and consumed in an industrial process. The 

model uses hourly data sets of renewable energy production, which is used to calculate 

hydrogen production with an electrolyzer. For every hour, hydrogen balance is calculated, 

resulting in hydrogen streams in the energy system. The state variables of hydrogen gas, most 
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importantly pressure and temperature are calculated, along with the compressibility factor to 

account for non-ideal behavior under high pressures. The model also includes the energy 

consumption of a hydrogen compressor used to charge the storage. Annual renewable energy 

data sets are used in the model to evaluate both daily and seasonal variance in hydrogen 

production and its impact on storage needs.  

 

The annual hydrogen demand is assumed as 140 000 tons delivered with a constant stream 

throughout the year, corresponding to the annual industrial hydrogen consumption in Finland. 

The system is assumed to be located in Finland, with wind power as the primary renewable 

energy source. Solar power is considered to have a complementary role in the system as the 

two energy sources complement each other on a seasonal level. The power plants are 

dedicated to hydrogen production without grid connection. Additionally, alternative storage 

methods are considered to investigate the effect of storage technology on volume, costs and 

compression work required.  

 

Results and Discussion  

In this study, we present a model of hydrogen streams in a storage system with dedicated 

renewable energy production and constant industrial demand. Producing the annual demand 

of 140 000 tons of hydrogen with water electrolysis consumes 7.8 TWh of electricity, 

equaling nearly 10% of the total annual electricity consumption in Finland.  

 

The storage capacity required is estimated in a dedicated wind-to-hydrogen system using 

wind power data from 2022. A total of 2 818 MW of wind power capacity is required to 

cover the annual hydrogen demand, equaling half of the wind capacity of Finland at the end 

of 2022. To ensure a steady hydrogen stream throughout the year, a storage with a capacity of 

13 576 tons is required, equaling almost 10% of the annual demand. The hourly hydrogen 

streams in this case are presented in Figure 1. 

 

 
Figure 1: Hourly hydrogen streams in the dedicated wind-to-hydrogen system during 2022. Green: direct 

consumption of hydrogen without storage, blue: charging the storage, purple: discharging the storage, orange: 

surplus hydrogen stream if the storage is full, red: hydrogen deficit if the storage is empty. The solid line formed 

in the graph represents the constant hydrogen demand. 
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The storage is needed to balance seasonal variance in wind power production, with high 

production during winter and fall, and low production during the summer. This is highlighted 

in Figure 2, showing that the storage level increases during the winter and begins to fall after 

that towards until the end of the year. 

 

 
Figure 2: Hydrogen storage level profile during 2022 coupled with a wind power farm located in Vaasa, western 

Finland. 

 

A sensitivity analysis is carried out where the effects of additional wind capacity, addition of 

solar power, electrolyzer capacity and amount of cushion gas are analyzed. Preliminary 

results show that additional power production reduced the required storage capacity 

significantly, while reducing the electrolyzer capacity and increasing share of cushion gas in 

the storage increases the storage size.  

 

Comparison of different storage technologies show significant differences in actual storage 

volume required and the investment costs associated with them. The volume in practical 

solutions vary significantly with the storage technology and especially the maximum pressure 

associated with them. The effect of considering the real behavior of hydrogen gas under 

pressure with the compressibility factor proves to be a significant factor in terms of the 

storage volume. Different technologies have varying characteristics and restrictions, most 

importantly investment costs and in terms of undergrounds storages, geological attributes of 

the area. Additionally, the storage pressure depending on the technology has a major impact 

on the electricity consumption of hydrogen gas compression.  

 

Conclusions  

Replacing industrial use of grey hydrogen produced from fossil fuels with green hydrogen has 

been identifies as a significant area of emissions reduction. However, coupling intermittent 

renewable energy sources with stable industrial processes requires a balancing hydrogen 

storage to ensure a steady stream of hydrogen feedstock. This study set out to quantify the 

needs for hydrogen storages in decarbonization of industries in the context of Finland and 

investigate the factors affecting the storage sizing and practical implementation. 
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The results show that a significant portion of current renewable energy capacity and production 

would be required for green hydrogen production with a large-scale storage in a dedicated 

wind-to-hydrogen scenario. Additionally, the choice of storage technology proved to be 

significant in terms of the actual storage volume, cost, and compression cost. 
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Introduction 

The increasing emission of greenhouse gasses into the atmosphere is a cause of global 

concern. Moreover, with the rising demand of energy alongside the limited amount of 

natural resources, current research has been driven towards the search for alternative, clean, 

and sustainable energy sources [1]. Hydrogen (H2) is currently regarded as the most 

promising alternative to fossil fuels. Among various methods to produce H2, water 

electrolysis powered by renewable energy is the most sustainable and eco-friendly approach 

[2]. There are two main reactions that take place during the water electrolysis process, the 

hydrogen evolution reaction (HER) at the cathode (2𝐻2O +  2𝑒− 2OH− +  H2), and the 

oxygen evolution reaction (OER) at the anode (4OH− 2O2 +  2𝐻2O + 4𝑒−) [3]. HER is 

a two-electron transfer process, whereas the OER involves the transfer of four electrons. 

This makes the later a more sluggish reaction leading to large overpotentials, which renders 

the OER one of the major obstacles for the applicability of water electrolysis devices [4]. 

Therefore, the development of affordable and efficient electrocatalysts for the OER is 

crucial to achieve sustainable hydrogen production through water electrolysis. Precious 

metal-based materials such as iridium and ruthenium oxides are considered benchmark OER 

catalysts for water electrolysis, however, their widespread use is impeded by their scarcity 

and high cost [5].   

To overcome this challenge, our aim is to synthesize electrocatalysts based on earth 

abundant transition metals by employing simple and cost-effective synthesis methods. OER 

electrocatalysts based on 3d metal oxides have gained significant attention not only due to 

their low cost and high abundance but also due to their suitable catalytic properties, 

structural stability and favorable redox chemistry. In particular, bimetallic oxide systems 

involving Ni, Co and Fe have demonstrated high performance for oxygen electrocatalysis 

in terms of both activity and stability [6]. For instance, spinel ferrites, denoted by the 

formula MFe2O4 (where M can be Ni2+, Co2+, or any other divalent metal), exhibit cubic, 

tightly-packed arrangements of oxygen atoms, with M2+ and Fe3+ ions occupying either 

tetrahedral or octahedral sites [7]. The coexistence of both M and Fe ions in these ferrites 

(MFe2O4) may facilitate a more diverse range of redox reactions compared to an individual 

metal oxide. These distinctive features distinguish them as promising candidates over the 

costly metals as OER electrocatalysts [8]. The bicontinuous microemulsion method is a 

simple and cost-effective method that offers high yield and control over particle size [9], 
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and can be effectively used to synthesize mixed metal oxides. Recently, Sanchez-

Dominguez et al. reported the bicontinuous microemulsion method to synthesis Pt 

nanoparticles to be used as efficient electrocatalysts for the HER reaction [10]. Pt-Co3O4 

nanomaterials were also synthesized by the same method, and used as OER electrocatalyst 

with promising results [3]. Alternatively, the hydrothermal method has been used for the 

preparation of bimetallic oxides, offering the advantages such as good control on 

composition, porosity, morphology, and particle size by adjusting autoclaving 

time, concentration, and temperature [11]. There are several reports on the synthesis 

of nanomaterials, simple oxides, complex oxides and heterostructures for various 

applications by hydrothermal method [12]. Recently, Muhammad et al., synthesized 

active and stable RuO2/MoO3 bimetallic oxides by hydrothermal method for the oxygen 

evolution reaction [13]. 

Herein, we firstly followed the bicontinuous microemulsion approach to synthesize 

CoFe2O4 and NiFe2O4 and evaluated these materials towards the OER in alkaline media. In 

our ongoing work, we explore the hydrothermal synthesis method with the aim of comparing 

the performance of the resulting materials with those of the aforementioned method.  

 

Methodology  

In the first approach, CoFe2O4 and NiFe2O4 were prepared as nanoparticles (NPs) via a 

bicontinuous microemulsion method. Cobalt(II) 2-ethylhexanoate 65% (C16H30CoO4), 

Nickel(II) 2-ethylhexanoate 78% (C16H30NiO4), 2,2,4-trimethylpentane 99.5% (C8H18), 

tetramethylammonium hydroxide (TMAH) ≥97% (C4H13NO) and SynperonicTM 91/5 

(C19O6H40) were used as starting materials. For the synthesis of CoFe2O4 NPs, a 

bicontinuous microemulsion containing water as an aqueous phase, 2,2,4-trimethylpentane 

as an oil phase and Synperonic as a surfactant, was prepared at a specific temperature. A 

second bicontinuous microemulsion was prepared with the same composition but TMAH 

was used as aqueous phase at a specific temperature. Once the microemulsions are formed, 

the TMAH containing microemulsion was added to the precursor containing microemulsion 

under constant magnetic stirring and pH was controlled between 11.5 and 12. The system 

was kept under constant stirring at the specific temperature for 24 h. A dark brown 

precipitation was achieved and the samples were washed vigorously and calcined for 5h at 

600C. The same procedure was followed to achieve the NiFe2O4 NPs. 

Structural characterization by XRD was conducted using a PANalytical Empyrean 

diffractometer equipped with CuKα radiation operating in continuous scanning mode from 

10 to 70o of 2θ with a step size of 0.001°. 

Electrochemical activity evaluation was done by using PalmSense4 potentiostat using a 3-

electrode configuration electrochemical cell. The setup involved a Ag|AgCl|KCl (3 M) as 

reference electrode, a Pt wire as counter electrode,  a catalyst-modified glassy carbon 

electrode (3 mm diameter) as a working electrode, and 1 M KOH solution as electrolyte. 

Linear sweep voltammetry was conducted at a scan rate of 5 mV/s in the potential range 

between 0 and 0.8 V vs Ag|AgCl. The measured current was normalized by the geometric 

area of the electrode and the measured potentials were converted to the reversible hydrogen 

electrode (RHE) scale according to equation 1.  

𝐸meas,RHE  =  𝐸meas,Ag|AgCl +   𝐸ref°,Ag|AgCl +  0.059(𝑝𝐻) (1) 

The OER overpotential was calculated from the resulting voltammograms as the difference 

between the potential required to reach a current density of 10 mA cm-2 and the standard 

potential 1.23 V. Electrochemical impedance spectroscopy was conducted in the frequency 
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range from 10 to 105 Hz with a DC potential of 1.65 V vs RHE and an amplitude of 10 mV 

(RMS). 

In the second approach, NiCOx mixed oxides were synthesized by hydrothermal method. 

Metal nitrates (Ni(NO3)2.6H2O and Co(NO3)2.6H2O) were used with 1:1 and 1:2 molar 

ratios, and urea CO(NH2)2 was added as a crystallization agent. Structural and 

electrochemical characterization of the resulting materials is ongoing.  

 

Discussion  

Synthesis and characterization 

In a first approach, two bimetallic oxides were strategically designed as electrocatalytic 

materials for the OER. Firstly, CoFe2O4 and NiFe2O4 were prepared as nanoparticles (NPs) 

using a bicontinuous microemulsion as nanoreactors. This method was strategically selected 

as it offers the advantages that (1) it is inexpensive, (2) offers good control over particle size 

and (3) gives high yield. 

X-ray diffraction (XRD) was performed to determine the structural properties and phase 

purity of the prepared samples. The observed XRD peaks, as depicted in Fig 1(a), were 

indexed to the crystallographic planes (111), (220), (311), (400), (422), (511), and (440) of 

cubic NiFe2O4 (JCPDS#86-2267) and CoFe2O4 (JCPDS#22-1086), confirming that the 

samples consist of partially inverse spinel-type, pure phase structures. Further 

physicochemical characterization is ongoing, and will be valuable to observe the 

morphology, shape, electronic structure, surface area and elemental composition of the 

prepared ferrites samples, which can later be correlated to the catalytic properties of the 

samples. 

 
 

Figure 1: (a) XRD patterns and (b) LSV curves of MFe2O4 (M= Ni, Co) NPs. 

 

Evaluation of the OER performance 

The evaluation of the electrocatalytic performance of the samples towards the OER was 

carried out in a three-electrode configuration electrochemical cell using 1 M KOH aqueous 

solution as electrolyte.  The activity of CoFe2O4 and NiFe2O4 was evaluated in terms of 

overpotential and current density by linear sweep voltammetry (Fig 1(b)). CoFe2O4 

demonstrated relatively higher OER catalytic activity than NiFe2O4, requiring an 

overpotential of 410 mV to achieve a current density of 10 mA cm-2, while NiFe2O4 

exhibited an overpotential of 450 mV at the same current density. The superior performance 

of CoFe2O4 is ascribed to smaller particle size, higher electrochemically active surface area, 
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and lower charge transfer resistance according to electrochemical impedance spectroscopy 

analysis. 

Conclusion 

CoFe2O4 and NiFe2O4 nanoparticles were successfully synthesized via bicontinuous 

microemulsion method. XRD analysis was used to confirm the crystal structure, and 

electrochemical measurements were carried to test the OER performance of the ferrites NPs. 

Our investigation revealed the partially inverse spinel phase for both the prepared samples. 

In terms of OER activity, CoFe2O4 NPs showed a lower overportential (at a current density 

of 10 mA cm-2) compared to its counterpart NiFe2O4.  The bicontinuous method, can be 

used to synthesize a variety of metal oxides with different size, shape and morphology. We 

currently develop analogous materials with a different synthesis approach, and the physical 

and electrochemical characterization are work in progress that will involve their evaluation 

in terms of stability under industry-relevant conditions. Integrating our findings in these two 

synthesis approaches might provide opportunities to synthesize non-precious, active, and 

stable metal oxides as electrocatalysts for different applications including oxygen evolution 

reaction. 
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Introduction 

Clean hydrogen is considered to be one of the key building blocks to achieve carbon 

neutrality by 2050. This ambition has prompted nations worldwide to formulate and publish 

national hydrogen strategies [1]. Notably, within these strategies, certain countries have 

positioned themselves as prospective hydrogen importers, exemplified by countries like 

Germany, Japan, Belgium, and the Netherlands, while others have positioned themselves as 

potential exporters, as exemplified by Morocco, Norway, Namibia, and Chile [2]. Against 

the backdrop of this burgeoning hydrogen trade landscape, numerous countries have 

embarked on what is commonly referred to as "hydrogen diplomacy." This diplomatic 

endeavor involves the launch of feasibility studies, the establishment of memorandums of 

understanding (MOUs), and the initiation of bilateral cooperation between future hydrogen 

trade partners [3].  

 

Given the heightened awareness of energy commodity dependencies and associated 

vulnerabilities in the wake of the 2022 energy crisis, questions concerning how and whether 

countries at all should engage in bilateral hydrogen trade arise increasingly. To delve further 

into these questions, this study undertakes an in-depth assessment of the selection of future 

hydrogen trade partners in Belgium, Germany, and the Netherlands. At present, a 

considerable degree of heterogeneity exists among these countries regarding their respective 

hydrogen diplomacy. For instance, both the Netherlands and Germany have actively 

scrutinized agreements with more than ten prospective hydrogen trade partners, whereas 

Belgium has thus far explored collaboration with only five potential counterparts. 

Furthermore, differences manifest in terms of the types of agreements entered, 

encompassing feasibility studies, MOUs, or bilateral cooperative arrangements. Finally, 

variations are discernible concerning the selection of specific future hydrogen trade partners 

in terms of geography [2]–[4].  

 

Considering these different dynamics, the primary objective of this study is to elucidate the 

determinants that affect the selection of future hydrogen trade partners in the 

aforementioned European countries. More specifically, we will build on Qualitative 

Comparative Analysis to uncover which conditions or guiding principles underpin the 

choices made regarding hydrogen trade partners and how they vary between the different 

countries. Insights derived from this research are anticipated to yield valuable insights and 

guidance in shaping national strategies and determining the evolving landscape of nascent 

hydrogen interdependencies. 
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Methodology & research plan 

Methodologically, our study will apply QCA, a configurational comparative method that 

allows to explain why an outcome (i.e. a hydrogen partnership) occurs in some cases, but 

not in others. In the present study, the cases are country dyads of the three selected import 

countries (Belgium, Germany, and the Netherlands) and potential export partners. We 

consider a country to be a potential export partner if it has concluded an agreement with at 

least one of the three import countries. Importer-exporter dyads that have concluded a 

hydrogen partnership are included as positive cases, i.e. cases in which the outcome is 

present; dyads the have not concluded a partnership are included as negative cases. With 

our analysis, we aim to uncover the (combinations of) conditions that consistently lead to 

the conclusion of a hydrogen partnership or to the absence of such a partnership in an 

importer-exporter dyad. 

 

The first stage of our research will be the selection of potential explanatory conditions, 

among which the following seem particularly relevant:  

- Bilateral trade flows importer-exporter dyad 

- Official development aid from importer to potential exporter 

- Development cooperation  

- Agreements between importer and exporter during COP or other multilateral 

summits 

- The involvement of national companies (e.g. the port of Antwerp, port of Rotterdam) 

of the importer country in the exporter country. 

 

The second step of our study consists of the operationalization of our conditions and our 

outcome and the collection of the required data. 

 

Finally, we analyze our data with QCA’s analytical techniques, which build on truth tables 

and logical minimization. An important feature of QCA is that research is considered to be 

an iterative process, in which researchers regularly need to reconsider previous steps of their 

study based on information gained in later steps. So, if we do not find a consistent pattern 

in our data, we will reconsider the case selection, the selection of the explanatory conditions, 

and the operationalization of these conditions and our outcome. After several rounds of 

going back-and-forth between the initial theoretical expectations and the empirical data, 

QCA can be expected to allow to identify the combinations of conditions that explain the 

pattern of hydrogen partnerships. If no consistent pattern is uncovered, this might suggest 

that the pattern of hydrogen partnerships is the result of improvisation rather than of a clear 

strategy, a conjecture that we can further test with elite-interviews and process tracing. 

 

Conclusions 

Given the early stage of this research, there ae no conclusions yet in this paper.  
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Introduction 

The worldwide effort to mitigate climate change has seen a growing number of companies, 

institutions and countries set net zero emissions targets for the mid-term future [1]. Yet 

thorough decarbonisation presents a great challenge, with global energy-related CO2 emissions 

reaching a record high of 36.8 Gt in 2022 [2]. A major problem is that of energy storage, which 

is conventionally provided in the form of fossil fuels and critical to balance supply with 

demand. Hydrogen could form part of the solution, being a versatile fuel that is essentially 

clean at the point of use. 

 

Ironically, the majority of hydrogen consumed at present is still ‘grey’, having been produced 

from natural gas without carbon capture and thus responsible for considerable greenhouse gas 

releases [3]. Even ‘blue’ hydrogen, the result of adding carbon utilisation and storage (CCUS), 

cannot achieve zero emissions. Ideally, hydrogen should be ‘green’, for which water 

electrolysis using renewable electricity is the most common production method.   

 

Hydrogen with improved climate credentials is often linked with a higher internal cost. In the 

literature, green hydrogen is generally considered to be more expensive to produce than both 

grey and blue hydrogen at present, albeit with the possibility of becoming a cheaper option in 

the perhaps not-so-distant future [4-6]. However, high natural gas prices over the past two years 

suggest that green hydrogen may already be competitive, while the associated volatility of 

global natural gas prices implies that grey and blue hydrogen production costs should be given 

in terms of the natural gas price on which they are based. The latter will depend upon the nature 

in which natural gas is purchased, whether it is predominantly through long term contracts, the 

spot or futures market, or a supply owned by the hydrogen producer. 

 

Methodology  

The objective of this work is to investigate up-to-date hydrogen production costs and their 

sensitivity to key parameters, with a focus on the United Kingdom. To this end, a cost model 

is being developed to calculate the levelised cost of hydrogen (LCOH) for different production 

methods, where the LCOH can be defined as the total lifetime cost per unit of hydrogen 

supplied [7], to be adjusted to allow for profit. The sensitivity of the LCOH to different 

parameters can then be analysed by adjusting the value of the corresponding model input. Key 

considerations include the effect of natural gas price and carbon cost on the LCOH for grey 

and blue hydrogen; electricity price, operating strategy, and the cost and efficiency of 

electrolysers on the LCOH for green hydrogen; as well as the additional cost of CCUS for blue 

hydrogen, which will depend upon the project location and technology of carbon capture. 

Relative changes predicted by the model will be compared to those observed in the markets 

during past years, where possible. 
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Discussion  

It can be shown that green hydrogen produced from recent renewable energy projects is 

competitive with grey and blue hydrogen under conditions of high feedstock cost. Notoriously 

volatile natural gas prices therefore link grey hydrogen with future commercial risk, making 

green hydrogen even more attractive. The reliance of blue hydrogen upon CCUS adds cost and 

exacerbates the risks already inherent in grey hydrogen. 

 

Conclusions  

Green hydrogen has the potential to play an important role in a low carbon future. Thus far, 

uptake has been limited by production costs that are higher than those of other ‘colours’ of 

hydrogen, but recent events suggest that green hydrogen can be immediately competitive, 

depending on natural gas market developments. In response, this work will present an up-to-

date estimate of the LCOH for different production methods, including its sensitivity to key 

parameters. This will contribute towards the direction of future work and help identify the 

commercial prospects for green hydrogen deployment.  
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Chemical Engineering). 
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case of hydrogen in Germany 

L. Flath1 

1Technical University Darmstadt, Institute of Political Science 

 

Introduction 

The subnational level represents an important but still underexplored setting for the analysis 

of hydrogen policies. Hydrogen market development is likely to emerge from local and 

regional clusters, where initial demand corresponds with supply without the need for 

extensive transport infrastructure. The transition to a hydrogen economy offers regional 

entities an opportunity for economic development and encourages the introduction of 

regional policies to propel the shift towards a hydrogen economy. While regions can become 

catalysts for innovation, different regional interests might lead to divergent and, perhaps, 

contradictory hydrogen policies [1]. This paper takes up on that and examines: a) which 

determinants lead to different hydrogen strategic goals at the sub-national level, and b) 

whether such differences lead to incoherent policies. The study focuses on Germany, which 

can be considered a crucial case, as it is, on one hand, a frontrunner in hydrogen policy and, 

on the other hand, a federal country in which all the states (Länder) pursue their own 

hydrogen strategies. The analytical framework to explain subnational hydrogen policy-

making is composed of classical policy research theories (partisan theory and 

institutionalism), but it also specifically includes the role of the multi-level system and how 

interdependencies between levels are addressed. With reference to multi-level governance 

theory, the paper concludes by discussing the extent to which effective multi-level hydrogen 

governance for a coherent policy framework could be conceptualized. 
  
 

Methodology  

The paper follows a qualitative approach in analyzing the hydrogen strategies and policies 

of the 16 states. First, all hydrogen strategy and policy documents are identified based on 

research in official journals and press releases databases. Then, the documents are 

categorized by their targets and policy types, which are used to assess their overall coherence 

or fragmentation. Data for the explanation is partly based on publicly available information 

(e.g., partisan affiliation of responsible persons, institutional setting, socioeconomic 

structure) as well as on interviews. The interviews were conducted with representatives of 

the sub-national governments responsible for hydrogen, primarily to gather information 

about the multi-level processes related to hydrogen and to validate the assessment of 

strategies and policies. Based on the gathered information, a comparative case study is 

conducted to evaluate which factors determine hydrogen strategies and policies at the sub-

national level. 

 

Discussion 

To be conducted. 
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Introduction

Hydrogen and further derived molecules generated through electrolysis can serve as energy carriers in a
climate-neutral society. Such CO2 neutral molecules can make a remarkable contribution to the climate
neutrality of the material and chemical industry by the middle of this century. They allow emission-free
production of fertilisers and steel, facilitate innovative processes in the chemical industry and may be the
basis of sustainable synthetic fuels for shipping and aviation.

Many governments have announced ambitious hydrogen strategies, and therefore want to accelerate
the deployment of renewable production and end-use applications. Since the zero-carbon hydrogen pro-
duction technologies are not yet competitive with the traditional hydrogen production route, governments
wish to support the needed technologies to produce hydrogen sustainably and enable a carbon-neutral
industry.

Some academic literature exists on the effects of hydrogen subsidy mechanisms [7] and the possible
interactions it may cause with existing climate policy, such as carbon prices [6]. Little research dedicated
to the design of hydrogen subsidy mechanisms currently exists. However, it is known from previous
research that has studied the implementation of subsidy mechanisms for renewable electricity generation
that such interventions in energy markets may lead to distortions in the dispatch of generation assets
[4, 8] and distortions in technology choice [9, 3, 5].

To investigate the impact of hydrogen subsidy mechanisms on energy markets and cap-and-trade sys-
tems, we extend the state-of-the-art long-term equilibrium model that captures the interactions between
hydrogen, electricity and emission markets developed by [2] which can be used to simulate the effect of dif-
ferent hydrogen support mechanisms. We compare capacity-based subsidy mechanisms (EUR/MW) with
three quantity-based mechanisms (EUR/MWh): A tradable certificate system (QT), a fixed-premium
(FP) and hydrogen contract for difference (CfD).

Methodology

To address our research questions we will employ an equilibrium model presented as a mixed comple-
mentary problem. The model comprises three different markets:

• An electricity market in which investors in gas-fired generation, wind, solar, and nuclear compete
and optimize their operation considering the variable generation of renewables and demand for
electricity.

• A hydrogen market in which investors in different renewable hydrogen production technologies
compete with each other and with the traditional steam methane reforming (SMR) technology.
Two electrolysis technologies are considered, i.e., a highly efficient (low OPEX, high CAPEX) and
low efficient variant (high OPEX, low CAPEX), as well as SMR with carbon capture and storage
(CCS) and hydrogen import.

• A cap-and-trade system for CO2 emissions in which the fossil-based electricity actors compete with
SMR technology and a competitive fringe. The fringe has to decide to buy emission permits or bear
the abatement cost, which is modelled as a quadratically increasing function of abatement. This
actor represents the remainder of the industrial demand for emission allowances. Emission permits
are bankable between all compliance years 2020-2050 and borrowing is prohibited.

∗Corresponding author: erik.delarue@kuleuven.be
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Cap-and-trade system (λETS
y )

Demand:
• Industry (competitive fringe)

• Steam methane reforming

• Fossil-based electricity
generation

Electricity market (λEOM
y,d,h)

Supply:

• Renewable energy generation
(Solar, on- and offshore wind)

• Fossil-based electricity
generation (OCGT, CCGT,
coal-fired, oil-based)

Demand:

• Industry and households
(inelastic)

• Power-to-hydrogen (peak- and
base load technologies)

Hydrogen market (λH
y,d)

Supply:

• Power-to-hydrogen (peak- and
base load technologies)

• Steam methane reforming

• Steam methane reforming +
carbon capture and storage

• Import

Demand:

• Industrial demand (inelastic)

Figure 1: Block diagram model
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Figure 2: Hydrogen production, hydrogen production capacity investments and source of electricity
production in the reference case

We solve the equilibrium model using the distributed Alternating Direction Method of Multipliers (ADMM)
[1] which links the different markets: electricity, emissions and hydrogen through a set of coupling con-
straints in which the actions of the different actors are combined to find the equilibrium prices. As such,
the interactions between the different markets can be studied. An overview of the actors in these markets
and the interactions between them is provided in Figure 1. We conduct a case study using a power
system inspired by the European system, recent electrolyser cost estimates, and a cap-and-trade system
that is inspired by EU-ETS. The cap-and-trade model is implemented following [2] without considering
the Market Stability Reserve.

Results

In Figure 2 the results of the multi-year equilibrium model are given in the reference case, which does
not consider any hydrogen support mechanisms. In the hydrogen sector, no new investments in SMR
occur and SMR-based hydrogen production is gradually phased out in favor of import and electrolytic
hydrogen. By 2030 8.6 Mt is produced by PtH out of the 10 Mt domestic hydrogen production. SMR
equipped with CCS contributes 1.3 Mt in 2030. We observe that, similarly to power systems, an optimal
mix of low-CAPEX high-efficient and high-CAPEX low-efficient PtH techologies arises. In the power
sector, 2416 TWh is supplied by solar and wind, and 522 TWh by non-renewable generation in 2030.

In Figure 3 a load duration curve of the hydrogen production is shown, which shows the dispatch of
the peak and base PtH technology. Each value represents one hour and they are sorted from high to low
profit margin. Their profit margin (i.e. operation profit) is given by the difference between the hydrogen
and electricity prices during that hour, considering the efficiency of the considered technology variant. It
can be observed that technologies are fully dispatched when it is economical. During the hours that the
technologies are partially dispatched, they are price-setting in the electricity market. This can be seen by
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Figure 3: Hydrogen production duration curve of the hydrogen sector that shows the dispatch of the
peak and base PtH technology as well as their profit margin.
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Figure 4: Hydrogen market revenue and policy subsidy in the case of (a) a quantity target attained
through a tradable certificate system, (b) an auctioned fixed premium and (c) an auctioned hydrogen
contract for difference; that achieve 10 Mt electrolytic hydrogen target

the fact that they have a zero profit margin during these hours. This occurs during a significant number
of operating hours.

In Figure 4 it is visualised how such multi-year instruments are different from a quantity target
attained through a tradable certificate system (QT), and what the difference is between a FP and CfD.
In the case of a quantity target the premium is determined each year such that the 10 Mt target is met
in every year from 2030 onwards. Therefore, support is concentrated in the years when total hydrogen
demand is low and the target is therefore strict. In the case of a FP the support is divided uniform over
the duration of the contract.

In Figure 5, four different policies are shown that all achieve 10 Mt of electrolytic hydrogen production.
While the capacity target produces the imposed 10 Mt of electrolytic hydrogen from the peak and base
load technology at roughly the same proportion as the quantity target, it does install more peak capacity
than the quantity target. This indicates that this policy has a selection bias towards the cheaper peak
unit, which was expected.

In Figure 6, the impact on the power system is shown. In the left figure, the changes in production
source are shown compared to the reference scenario without a target. Reaching the 10 Mt target of
electrolytic hydrogen requires an additional 72 TWh electricity in case of a capacity target, 59 TWh in
case of a quantity target, 62 TWh in case of a FP or CfD; these differences can be explained by the choice
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Figure 5: Impact of capacity target (CT), quantity targets (QT), fixed premium (FP) and hydrogen
contract for difference (CfD) on hydrogen production and capacity investment in the hydrogen sector.
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Figure 6: Impact of capacity target (CT), quantity targets (QT), fixed premium (FP) and hydrogen
contract for difference (CfD) on electricity production and capacity investment in the power sector,
compared to no target

of the peak PtH technology which has a lower efficiency and hence increases electricity demand. In the
right figure, the changes in investment decisions are shown. Here it can be seen that a capacity target
can obtain 10 Mt of electrolytic hydrogen with less renewables than the quantity target, which can be
explained by less curtailment that occurs because electricity can be consumed by producing hydrogen. It
can be observed that the PtH targets decrease production of gas-fired generation, this can be explained
by the increased attractiveness of renewables when dispatchable load PtH is added to the system. The
effect is more prominent for quantity targets than for capacity targets, due to the fact that a QT requires
more installed capacity in renewables, which leads to more renewable electricity generation during peak
hours, when PtH do not operate.

Discussion

Economic justifications for hydrogen subsidization go beyond climate damages and can be grounded in
learning effects and the inability of risk averse investors to transfer their risk to parties that can take
on the risk efficiently. Hydrogen markets in particular are still nascent and limited hedging possibilities
exist. They typically take either the form of a capacity-based payment (EUR/MW) or quantity-based
(EUR/MWh), examples of both approaches exist although there seems to be a trend towards quantity-
based mechanism. The two most prominent mechanisms to date, the US Inflation Reduction Act and
the EU hydrogen bank, employ quantity-based hydrogen support.

When comparing the mechanisms for their impact on energy markets, we did not find strong distortions
to the operational decisions of the actors involved. It became apparent that achieving the 10 Mt target
through a CT, requires less investment into renewables, since the higher peak PtH capacity allows the
PtH facilities to capture more renewable energy and curtail less. All subsidy mechanisms tend to decrease
fossil-based electricity generation because investment into renewables becomes more attractive when more
dispatchable load is added to the system.
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Conclusion

To conclude, we investigated the impact of hydrogen subsidy mechanisms on energy markets and cap-
and-trade systems using a long-term equilibrium model that captures the interactions between hydrogen,
electricity and emission markets. We compare capacity-based subsidy mechanisms with three quantity-
based mechanisms: a tradable certificate system (QT), a fixed-premium (FP) and a hydrogen contract
for difference (CfD). We observed that the choice of the mechanism has implications on the renewable
capacity and displacement of gas-fired generation in the power sector.

In the full paper, we will focus on system costs as well as a metric to compare the different subsidy
mechanisms. We suspect FP and CfD to offer better risk mitigation than a QT, to study that we plan
to look into modelling under uncertainty.
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Introduction 

A sustainable energy system is key in a society where the energy supply must be guaranteed. 

The environmental benefit associated with hydrogen relies on its production from renewable 

sources such as water and biomass [1]. The multiple possibilities for converting biomass 

into biofuels and energy carriers have driven the development of biorefineries, where 

hydrogen is essential for the conversion of synthesis gas, bio-oils or biogas into liquid 

biofuels. 

The search for new pathways to hydrogen production has recently gained increasing 

attention towards the sorption-enhanced steam reforming (SESR) process. The fundamental 

principle of this technology is the multifunctional reactor, in which the reforming, water-

gas shift and CO₂ removal reactions are integrated in a single step over a mixture of 

reforming catalyst and CO₂ acceptor. Hydrogen yield and purity are expected to improve by 

shifting the thermodynamic equilibrium toward hydrogen production through in situ CO₂ 
removal. One of the notable advantages of SESR technology over other hydrogen 

production processes is its great flexibility with respect to the feedstock used. The inlet 

biomass can be in the gas phase (e.g., biogas from anaerobic digestion of organic waste or 

syngas from biorefineries), liquid (bioethanol) and solid (raw lignocellulosic waste). 

This work studies hydrogen production by catalytic steam reforming with integrated CO₂ 

capture (sorption-enhanced steam reforming, SESR) of gas streams produced inside a 

biorefinery. The effect of syngas composition on biohydrogen production has been 

evaluated using different gas mixtures (H₂/CO/CH₄/CO₂) representative of those commonly 

encountered in the outlet gas streams from thermochemical biomass conversion processes. 

 

Methodology  

The experiments were conducted in a Microactivity Reference equipment (PID Eng&Tech) 

using a fluidized bed reactor. A simulated syngas stream with a composition of 30 vol.%  H₂, 

30 vol.% CH₄, and CO concentrations ranging from 10 to 40 vol.% (balanced with CO₂) 

was the feedstock. To carry out the SESR experiments, a bed of Arctic dolomite (purity of 

98.5% of CaMg(CO₃)₂) as a CO₂ sorbent blended with a hydrotalcite-derived catalyst 

(composition 1%Pd/20%Ni-20%Co) was used [2]. SESR experiments, which involve the 

steam reforming reaction with integrated CO₂ capture, have three stages commonly referred 

to as pre-breakthrough, breakthrough, and post-breakthrough. During the pre-breakthrough 

stage, the sorbent has the ability to capture the CO₂ produced from the reforming and WGS 

reactions, shifting the equilibrium of the reactions toward the product side. This stage is 

characterized by a high concentration of H₂ and low concentrations of other gases (CH₄, 

CO, and CO₂). However, when the sorbent becomes saturated, the CO₂ concentration starts 

increasing at the same time as the H₂ concentration decreases (breakthrough). Once the 

sorbent no longer captures more CO₂, a new steady state is established, corresponding to the 
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reforming and WGS reactions (post-breakthrough). At this stage, conventional steam 

reforming (SR) process occurs.  In the present work, the post-breakthrough stage was 

allowed to study the SR process for comparison. The steam reforming (SR) process is 

similar to SESR but without integrated CO₂ capture. 

 

Discussion  

Gas mixtures typically produced from the thermochemical conversion of biomass in 

refineries contain varying amounts of CO [3]. Therefore, this work focuses on addressing 

the effect of different CO compositions on the performance of the SESR process. The 

objective is to evaluate the production of H₂ with variable CO concentrations in the inlet 

syngas stream. The results obtained from the SESR process show that the yield and purity 

of H₂ (Figure 1) remain constant regardless of the CO concentration. Moreover, the H₂ purity 

values are very close to those predicted by thermodynamic equilibrium. It indicates that the 

sorbent removes all CO₂ in the syngas from the gas phase, favoring the syngas conversion 

for the different CO concentrations studied, and shows the versatility of the process for 

hydrogen production from syngas.  

 

a) b) 

  

Figure 1: Effect of CO concentrations in syngas on the H₂ purity (a) and H₂ yield (b) from the SESR process. 

Conditions: T= 600 °C; space velocity= 2.4 L(CO+CH₄)/h gcat; sorbent/catalyst = 20 g/g; syngas = 

30H₂/30CH₄ %vol (CO₂ balance) with varying concentrations of CO. 

The chemical reactions involved in the SESR process are the steam reforming of a 

biorefinery by-product, such as syngas (here represented as CₙHₘOₖ), (Eq. (1)) and the water 

gas shift (WGS) reaction (Eq. (2)).  

𝐶𝑛𝐻𝑚𝑂𝑘 + (𝑛 − 𝑘)𝐻2𝑂 ↔ 𝑛𝐶𝑂 + (𝑛 +
𝑚

2
− 𝑘)𝐻2 (1) 

𝐶𝑂 + 𝐻2𝑂 ↔ 𝐶𝑂2 + 𝐻2 (2) 

These reactions are reversible, meaning that they are limited by thermodynamic equilibrium. 

Thus, removing of one of the products from the reaction medium shifts the chemical 

equilibrium to the product side, following Le Chatelier's principle. During the SESR 

process, CO₂ can be retained using solid sorbents, achieving this effect even at high 

temperatures. For this purpose, sorbents based on calcium oxides are mainly used in sorption 

enhanced processes, as they are able to remove CO₂ from the reaction medium through the 

carbonation reaction (Eq. (3)), generating CaCO₃. This reaction is also reversible so that 
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once exhausted, the sorbent can be regenerated by the calcination reaction, releasing the 

previously retained CO₂. 

𝐶𝑎𝑂 + 𝐶𝑂2 ↔ 𝐶𝑎𝐶𝑂3 (3) 

In the case of the conventional reforming SR process without CO₂ capture, the purity of H₂ 

increases with the CO concentration in the syngas due to the decrease in CO₂ concentration. 

It favors the water gas shift and reforming reactions (1-2). 

 

Conclusions  

The sorption-enhanced steam reforming process is considered as an efficient alternative 

route for producing renewable H₂ from biomass. Diverse biomass-derived compounds have 

been promisingly demonstrated to produce high-purity and high-yield hydrogen. SESR of 

biomass-derived compounds compared to conventional reforming becomes highly attractive 

for biomass conversion to fuels due to advantages such as the simplicity of the process, 

flexibility in feedstock, high hydrogen yield, purity and energy efficiency and low cost. 

When studying the performance of the SESR process with varying CO contents in the feed 

syngas, the purity and yield of H₂ remain constant for the evaluated range of CO 

concentrations because the CO₂ capture takes place during SESR, which means that all 

added CO₂ (regardless of its concentration) is removed by the sorbent. Therefore, H₂ yield 

and purity are increased compared to the conventional SR process. In addition to the 

increased H₂ purity and yield values, the SESR process brings an environmental benefit by 

reducing CO₂ emissions to the atmosphere. 

These results demonstrate the flexibility of the sorption-enhanced steam reforming process, 

which allows the conversion of syngas with different compositions produced from a wide 

range of biomass conversion processes. Therefore, the SESR process can be considered a 

promising technology for in-situ hydrogen production within biorefineries. 
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Introduction 

Climate change could increase the average temperature on Earth by 2.7 °C by 2100 if left 

unaddressed, with devastating effects on virtually all of Earth's ecosystems [1, 2]. To address 

one of the greatest challenges currently facing humanity, a technological leap is needed to 

phase out the burning of fossil fuels, which are responsible for the majority of greenhouse gas 

emissions [3, 4]. In this work, we explore two of the most important technologies that can 

drive the energy transition: direct air capture of CO2 and solar thermochemical cycles. 

Direct air capture of CO2 (DAC) has gained interest because of its ability to remove diluted 

carbon dioxide from the atmosphere. The CO2 captured can either be stored or used as 

feedstock for the so-called “carbon capture and utilization” (or CCU) industry [5]. DAC is 

expensive compared to other carbon dioxide sources, but it has no apparent biophysical limits 

(present with biogenic sources) and can produce carbon-neutral CO2 when powered with the 

appropriate energy (as opposed to point source carbon capture) [6–8]. 

Solar thermochemical cycles aim to produce fuels such as hydrogen directly from heat. This 

capability contrasts with commercial approaches to hydrogen production that rely on 

electricity, and results in a potentially higher overall efficiency [9, 10]. Another advantage of 

solar thermochemical cycles is the ability to produce hydrogen and carbon monoxide 

simultaneously from water and carbon dioxide [11, 12]. The mixture of hydrogen and carbon 

monoxide is often referred to as synthesis gas and is an excellent feedstock for the production 

of liquid fuels such as methanol or kerosene [13, 14]. 

Considering the characteristics of these two technologies, it seems logical to aim for 

integrated operation of DAC in a solar fuel plant in the near future. However, most research 

in this area has focused on improving the technology readiness of each technology separately. 

This work attempts to fill this knowledge gap by identifying and evaluating the synergies 

between DAC and solar fuel production. 

Methodology  

There are several types of solar thermochemical cycles, but in this study, we focus on a 

technology called redox cycles, in which a metal oxide (e.g., cerium dioxide) is reduced at 

high temperature to create oxygen vacancies in its lattice. The metal oxide is then re-oxidized 

at a lower temperature by water vapor or carbon dioxide to produce hydrogen or carbon 

monoxide, respectively. Once this second step is complete, the cycle begins again without 

any loss of metal oxide [15, 16]. 
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Currently, there is a broad portfolio of DAC technologies, but only two are considered in this 

study: liquid and solid DAC (often referred to as L-DAC and S-DAC, respectively). L-DAC 

uses a liquid solvent that reacts with atmospheric CO2 and requires elevated temperatures for 

regeneration, while S-DAC uses a solid sorbent that binds with carbon dioxide molecules and 

can be regenerated at low temperatures [5, 17, 18]. 

Since there are multiple ways to integrate these technologies, we have defined 4 scenarios, 

each with a different configuration of DAC and solar fuel production [19, 20]. Scenarios A 

and B are based on L-DAC, with Scenario A incorporating a new concept of L-DAC powered 

entirely by solar energy. Scenario B, on the other hand, is based on the commercial L-DAC 

concept of oxyfuel combustion of natural gas. Scenarios C and D use S-DAC, but in Scenario 

C this system is centralized and powered by waste heat from the vacuum system and Rankine 

cycle (both required for solar fuel production). In contrast, in Scenario D, the S-DAC is 

decentralized and CO2 is captured from the heating, ventilation, and air conditioning (HVAC) 

systems of buildings in urban areas near the plant. An overview of the different scenarios is 

shown in Figure 1.  

 
Figure 1: Schematic overview of the different scenarios. The abbreviations in the figure stand for: "L-DAC" = 

liquid direct air capture; "S-DAC" = solid direct air capture; "HVAC" = heating, ventilation, and air 

conditioning; "CSP" = concentrated solar power; "TCC" = thermochemical cycle; "MS" = methanol synthesis; 

"VS" = vacuum system; and "RC" = Rankine cycle. Adapted from [20]. 

Simulations were then built for each relevant part of the process. For the thermochemical 

cycle, the methanol synthesis, the vacuum system and the Rankine cycle, a model was built in 

Aspen Plus
®
 , while the concentrated solar field was simulated with the DLR software 

HFLCAL VH13 [21]. The data related to the DAC were extracted from the relevant 

literature, except for scenario A, since it used an innovative solar L-DAC approach that had 

to be modeled in Aspen Plus
®
. The location considered was Riyadh, in Saudi Arabia, and was 

relevant to the study because of (1) the locally available solar irradiance (provided with 

hourly resolution by Meteonorm
®
 software) and (2) the regional data used for the techno-

economic and environmental assessments.  
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For the techno-economic assessment, the capital expenditure (CAPEX) was calculated with 

the results of the simulations and a combination of available correlations for mature process 

equipment [22] and cost estimation techniques from existing studies for non-standard units 

[23]. In addition, operational expenditure (OPEX) was determined by considering fixed (i.e., 

maintenance and insurance) and variable costs (i.e., local labor and raw materials). Utilities 

were not considered because the systems were designed to be autonomous. The Rankine 

cycle, which converts high-temperature waste heat into electricity, was the primary power 

source, with a photovoltaic and battery system acted as a backup. Finally, the levelized cost 

of the fuel (LCOF) was calculated from the OPEX and the annualized CAPEX (which 

considers the regional weighted average cost of capital or WACC [24]). 

The environmental analysis consists of a cradle-to-grave life cycle assessment (LCA) that 

accounts for the production, transportation and combustion of the methanol. The database 

used is ecoinvent 3.7.1 with the openLCA
®
 software and the ReCiPe Midpoint 2016 impact 

assessment methodology. The contribution of equipment not available in the database or in 

the literature was quantified using similar processes as proxies. From the obtained results, the 

climate change impact category (measured in kg of CO2 equivalents per functional unit) was 

used as the main indicator of the carbon-neutrality of the fuel. 

Discussion  

The methodology described was applied to each of the scenarios and to a baseline consisting 

of a methanol production process without any integration with CO2 capture via DAC. The 

main results of the techno-economic assessment are shown in Figure 2. As the reader will 

notice, it is safe to state that all scenarios with integrations between DAC and solar fuels 

production show a cost reduction compared to the baseline cost. Among all the scenarios 

studied, Scenario C stands out as the most cost-effective due to its lower initial investment 

and superior efficiency. This analysis is in the process of being improved through the 

determination of the confidence interval of the results. 

 
Figure 2: Levelized cost of fuel for each scenario and the baseline. Adapted from [20]. 

The preliminary data of the LCA show a similar trend with notable improvements over the 

baseline, led by Scenario C and closely followed by Scenario D. Compared to methanol 
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produced with hydrogen from commercial alkaline water electrolysis, the solar pathway has a 

lower cradle-to-grave carbon footprint. In addition, the results will be further discussed with a 

sensitivity analysis to identify hotspots in the process design phase. 

Conclusions  

The potential for integration between DAC and fuel production is explored in this work, with 

a particular focus on the solar thermochemical pathway. The results show that there are 

significant synergies in the design and operation of synthetic fuel plants without neglecting 

the supply of carbon-neutral CO2 from DAC. At the current state of the art, S-DAC is 

recommended over L-DAC as it offers more integration opportunities with a lower initial 

investment. The study concludes with the possibility of solar hydrogen and its derivatives 

becoming economically and environmentally competitive in the coming years. 
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Introduction 

Fuel cells have emerged as a sustainable energy technology with diverse applications, from 

transportation to stationary power generation. Proton Exchange Membrane Fuel Cells 

(PEMFCs) are particularly promising due to their high efficiency and low environmental 

impact. However, the widespread adoption of PEMFCs is hindered by the high cost of 

platinum-based catalysts, especially at the cathode. This research focuses on the development 

of non-platinum group metal (PGM) cathode electrocatalysts to address this cost barrier. 

Specifically, we investigate the synthesis, characterization, and electrochemical performance 

of Fe–N–C materials as alternative catalysts for the oxygen reduction reaction (ORR) in 

PEMFCs. Fuel cells are at the forefront of sustainable energy technologies, offering clean and 

efficient power generation with a variety of applications. Among them, Proton Exchange 

Membrane Fuel Cells (PEMFCs) hold great promise, particularly for applications such as 

transportation and stationary power generation. However, one of the primary challenges 

impeding the widespread adoption of PEMFCs is the high cost associated with platinum-

based catalysts, which are used to facilitate the oxygen reduction reaction (ORR) at the 

cathode [1]–[4]. The need for alternative, non-PGM cathode catalysts is evident, especially as 

PEMFCs aim for higher power densities, longer lifespans, and cost competitiveness in the 

energy market. In response to this challenge, this research delves into the synthesis and 

evaluation of Fe–N–C materials as promising candidates for non-PGM cathode 

electrocatalysts in PEMFCs. 

 

Methodology  

The methodology employed in this study revolves around the rational design and synthesis of 

Fe–N–C materials with potential as cathode electrocatalysts. Key steps in the synthesis 

process include the use of halloysite nanoclay as a sacrificial template, the polymerization of 

aniline (PANI) in the presence of the template, and the addition of iron (II) chloride 

tetrahydrate as the iron source and 2,2-bipyridine as an additional organic dopant to modify 

the surface chemistry of the final catalyst. Pyrolysis of the composite under controlled 

conditions, including variations in temperature and atmosphere (argon or ammonia), plays a 

pivotal role in tailoring the resulting catalysts. Subsequent removal of the silica-based 

template is achieved using hydrofluoric acid, leaving behind a porous catalyst structure. 

These steps are carefully executed to explore the influence of synthesis parameters on the 

catalyst's properties and performance. 
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Figure 1:General synthetic procedure for all catalysts. 

 

Discussion  

The comprehensive characterization of the synthesized Fe–N–C catalysts provides valuable 

insights into their structural, physicochemical, and electrochemical properties. 

To analyze the crystalline structure of the catalysts, X-ray diffraction (XRD) spectra were 

obtained. Notably, broad diffraction peaks at 26 and 44 deg confirmed the presence of 

amorphous hexagonal graphitic carbon. For the catalysts without 2,2-bipyridine no metallic 

phases were detected. However, iron carbide phases were detected for all catalysts containing 

2,2-bipyridine in the precursor under Ar flow [5]. If the pyrolysis is done under NH3 flow, no 

metallic iron phases can be detected and we also observe at 26 deg a sharp peak which is 

attributed to highly graphitized carbon. However, XRD can only detect crystalline phases 

with a scattering region larger  than 2 nm [6]–[8]. 
 

TEM images revealed the presence of disordered and randomly oriented graphitic domains. 

Iron nanoparticles were detected for the catalyst with 2,2-bipyridine pyrolized under Ar flow, 

not however for the same precursor pyrolyzed under NH3 flow. No significant Fe-based 

clusters or nanoparticles were observed for every other catalyst. 

 
Figure 2: (Left) X-ray diffraction spectra of the different catalysts, (right) TEM images of 

the same catalysts A to D. 
 

X-Ray photoelectron spectroscopy was performed to find a correlation between the catalytic 

activity of the catalysts and surface chemistry. For all samples higher pyrolysis temperature 

in Ar results in an increase of “graphitic” nitrogen species at the expense of pyridinic and 
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pyrrolic N. Here we showcase an example of this, and an increase of graphitic N from 26 % 

at 800 
o
C to 38 % at 900

o
C .Second heat treatment decreased the signal of surface carbides. 

As can be seen from the iron spectra. The presence of 2,2-bipyridine resulted in samples with 

higher Py and pyrrolic nitrogen, despite the similar overall N/C ratio. 

 

 
Figure 3: (Left) XPS spectra for N1s and (right) for Fe2p for the final catalysts after the 

second heat treatment. 
 

The specific surface area and pore volume of the catalysts are crucial factors influencing their 

electrochemical activity. Nitrogen adsorption/desorption isotherms provide insights into these 

properties. Notably, the BET surface area and total pore volume exhibit sensitivity to the 

pyrolysis temperature, highlighting the significance of optimizing this parameter. A second 

heat treatment step is introduced to further enhance porosity and surface area, yielding 

promising results. 

 

Catalyst 
Iron Carbides 

(XRD) 

Surface area  

(m
2

/g) 

Total pore volume  

(cc/g) 

ICP-MS  

(Fe)wt% 

No Bipyridine 

900-900 
 

865 0.606 0.94 

900(NH3)-900(Ar) 
 

730 0.542 1.10 

      

Bipyridine 

900-900  492 0.600 5.1 

900(NH3)-900(Ar) 

 

780 0.866 1.11 
 

Table 1: Surface area and total pore volume for the different catalysts, as assessed by BET 

analysis and Iron wt% content as assessed by Inductively coupled plasma mass spectrometry 

(ICP-MS). 
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Electrochemical testing employing the Rotating Disk Electrode (RDE) method offers a 

detailed evaluation of the catalysts' performance in the oxygen-saturated 0.5 M H2SO4 

electrolyte and catalyst loading of 0.6 mg/cm
2
. The focus is on the half-wave potential (E1/2) 

as a key indicator of ORR activity. The results reveal notable differences among the 

synthesized catalysts. A second heat treatment is performed under Ar flow at the same 

conditions to eliminate impurities and stabilize the carbon structure. Second heat treatment 

under Ar atmosphere further enhances catalytic activity. In particular, the H-P-Fe-BPy-

900(NH3) catalyst, synthesized under ammonia atmosphere, exhibits E1/2=0.834 V 

approaching the D.O.E. target for 2025 of 0.85 V (which is set for catalyst loading of 0.6-0.8 

mg/cm
2
), signifying superior ORR activity as well as, remarkable stability after accelerated 

stress test in O2 saturated 0.5 M H2SO4 electrolyte. This outcome underscores the impact of 

synthesis parameters on electrocatalyst performance and suggests a promising avenue for 

further exploration. 

 

 
Figure 4: Polarization curves in oxygen saturated 0.5 M H2SO4 at 900 rpm, at room 

temperature and a scan rate of 1 mV/s. Electrode diameter 0.55 cm and catalyst loading 0.6 

mg/cm
2
. 

 

 
Figure 5: Polarization curves in oxygen saturated 0.5 M H2SO4 at 900 rpm, at room 

temperature and a scan rate of 1 mV/s of the best performing catalyst before and after the 

accelerated stress test. Electrode diameter 0.51 cm and catalyst loading 0.6 mg/cm
2
. 
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Conclusions  

 

This extended abstract encapsulates our research efforts aimed at developing non-PGM 

cathode electrocatalysts for PEMFCs. The high cost of platinum-based catalysts necessitates 

the exploration of alternative materials to enable cost-effective and sustainable fuel cell 

technology. The synthesis, characterization, and electrochemical evaluation of Fe–N–C 

materials reveal their potential as efficient ORR catalysts, particularly when synthesized 

under ammonia atmosphere. These findings underscore the importance of tailoring synthesis 

parameters to optimize catalyst performance. Further investigations into the template 

influence, and iron content are ongoing, with the goal of contributing to the advancement of 

PEMFCs. 
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Introduction 

Reducing greenhouse gas emissions is one of the greatest challenges faced by society today. 

Renewable hydrogen production as a chemical feedstock is needed to replace the use of fossil 

fuels. Among water electrolysis technologies, solid oxide cell reactor systems can operate at 

the highest electrical efficiencies by using thermal energy and thereby substituting electrical 

energy partly [1]. This requires temperatures of about 800°C. Concentrated solar 

thermal energy can be used to meet the high heat requirements of high-temperature 

electrolysis (HTE) cost-efficiently. Since the price of electricity is the major driver of product 

cost development, large-scale hydrogen production using solar energy and HTE promises low 

H2 production costs. However, the intermittent availability of solar energy requires an 

appropriate energy storage system. A possible system is depicted in Figure 1. Furthermore, in 

this study an approach is used that considers the cost and stack degradation development 

goals of the European Commission for future electrolyser systems.  

When operating a high-temperature electrolysis system, the thermal energy supply in standby 

mode is also important. Therefore, it makes sense to provide sufficient heat for as long as 

possible. In addition, the process lifetime must be aligned with the planned operating hours. 

The process lifetime is often defined by the component with highest durability and therefore 

the longest component life time. Other components, e.g. the HTE, have a short expected 

lifetime and replacement of such components are needed during the total process life time. 

Due to the limited lifetime of an electrolyzer, it makes economic sense to avoid replacement 

close to the end of the total process lifetime. The investment in an HTE system and the cost 

of stack replacement can be one of the major cost drivers. HTE using solid oxide cells is 

currently at lower technology readiness levels (TRL) than polymer electrolyte membrane 

(PEM) and alkaline (AEL) electrolysis. As a result, significant cost reductions and lifetime 

extensions are still to be expected. To consider these aspects and compare a solar supported 

HTE with competing electrolyser technologies, a detailed process analysis is performed here 

to investigate the cost impact of a high temperature thermal energy storage (TES) system to 

further reduce electrical energy demand. 
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Figure 1: Process configuration of a concentrated solar heat supported high temperature 

electrolysis (HTE) process. The figure shows a process configuration with a high temperature 

(HT) and low temperature (LT) thermal energy storage (TES) unit. 

Methodology  

A process model of the solar supported HTE including a low- and high-temperature storage 

as shown in Figure 1 has been sat up. For the solar resources, a location in Morocco was 

chosen and the solar power input was calculated. To address the economics, different 

assumptions had to be made. For the solar thermal subcomponent, the lifetime is assumed to 

be 25 years [2]. State of the art solid oxide cell electrolysers achieve a maximum lifetime in 

the range of 20,000 to 30,000 full load hours [3–6]. Some studies are more optimistic about 

the current state and consider a life of 40,000 full load hours [7–9]. However, we 

conservatively assume the lower end here. By 2050, an increased life expectancy of over 

80,000 full load hours is expected [3–6], which we also considered for the exchange of 

stacks. For example, for a planned process with yearly full load hours  of 4000 or 8000, the 

stack would have to be replaced for the first time after 5 or 2.5 years respectively. Thus, the 

replacement of the HTE will take place during the plant lifetime. Therefore, a linear cost 

degradation to the future cost outlook and a linear component lifetime improvement is 

considered. During the lifetime of a stack, the electrical power demand increases linearly and 

is increased by 10% at the end of the lifetime. This takes into account the degradation rate of 

the stack. In addition, the cost of electricity and heat is assumed to be 100 €/MWh and 50 

€/MWh, respectively. An electrical energy demand of 7% of the electrolysis power during 

hot standby operation is assumed for the HTE [11]. In addition to the economics, the 

integration and operation of the storage must also be investigated. 

Discussion 

The process integration of a thermal energy storage system into a high-temperature 

electrolysis process must be able to provide both thermal energy for the evaporation of water 

to steam and high temperatures for isothermal operation at about 800°C. Since the HTE 

requires both a steam and an air supply, both media can be used to charge the TES system. 

The use of steam flow as the heat transfer medium is advantageous as steam has a higher heat 

capacity  compared to air. This allows for lower flow velocities and consequently a lower 

pressure drop in the process. Moreover, water can be pumped in liquid form with less 
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(electrical) energy input than air. In case of evaporation at higher pressure (8-10bar) during 

the day, condensation heat can be stored in the LT-TES storage and extracted at lower 

pressure (<2bar) during the night. Either steam or an air stream can be used to discharge the 

HT-TES unit. The LT-TES unit is discharged with a low-pressure water stream. This 

minimizes the total electrical energy demand of the process to be as close as possible to the 

electrical energy demand of the electrolyzer for the water splitting reaction. 

From an economic point of view, the reduction of the electrical energy demand is mandatory, 

since the price of electrical energy has the largest impact on the operational expenditure 

(OPEX) of H2 production. The second largest impact comes from the capital expenditure 

(CAPEX) of the electrolysis system and the required stack replacement. Figure 2 shows the 

evolution of replacement times for a process reaching 4000 and 8000 full load hours 

compared to no life time improvement. In addition, the cost evolution is shown compared to 

no cost reduction. Thus, the HTE system cost depends on the number of replacements, which 

will depend on the continuing developments. The total HTE system cost can be defined as the 

sum of the stack replacement costs and the initial HTE system cost. This results in total HTE 

system costs of 2955.2 €/kW and 3810.2 €/kW for 4000 and 8000 full load hours 

respectively. However, the H2 production cost will be different for the two scenarios due to 

the different annual H2 production capacity resulting from the process full load hours. In 

addition, the lifetime of the project must be considered. For a project life of 25 years, the end 

of life of the last stack installed may not be reached depending on the process full load hours. 

Care must be taken to ensure that the full load hours are consistent with the project life to be 

achieved. 

 
Figure 2: HTE system cost and life time development for 4000 and 8000 full load hours. 

Additionally, no cost reduction and no stack life time improvement are displayed as dotted 

lines. The markers indicate the time of replacement for the 4000 and 8000 full load hours 

operation. 

The presented calculation of the total cost of the electrolyser system is also applicable to the 

other electrolyser technologies (PEM and AEL). Thus, the cost evolution of the HTE system 

can be compared with the development targets of PEM and AEL. Therefore, the targets of the 

European Commisions Strategic Research and Innovation Agenda (EU-SRIA) [10] are used 

for each technology. Figure 3 compares the levelized costs of hydrogen (LCOH2) for the 

three technologies for a wide range of process full load hours and a development target 

within 20 years. For the selected cost reduction and lifetime improvement of the EU-SRIA, 
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costs below 7.50 €/kg are achievable with all three technologies. At low process full load 

hours, AEL and PEM perform better than HTE due to the HTE system investment cost and 

its electrical energy demand during hot stand-by operation. However, at about 4000 full load 

hours and above, HTE technology outperforms PEM due to the lower electrical energy 

requirement per amount of H2 produced. The peaks within the plotted lines are caused by 

additional stack replacements due to the achievable process full load hours. An additional 

stack replacement increases the total CAPEX and has a negative impact on the LCOH2 

because the production rate does not increase much initially. As more process full load hours 

are achieved, the increased H2 production rate becomes profitable and reduces the LCOH2. 

 

 
Figure 3: Levelized costs of hydrogen (LCOH2) for the three main H2O electrolysis 

technologies. The system comparison considers the European Commission's cost 

development targets for the three main technologies. 

Conclusions  

Concentrated solar thermal energy can reach temperatures of about 800°C for isothermal 

HTE operation. Thermal energy storage for overnight hydrogen production is important to 

achieve high process full-load operating hours. Although the thermal energy demand of high 

temperature heat is comparatively low, the use of high temperature energy storage is 

necessary to achieve the lowest electrical energy demand for the process. Thus, an HTE 

process with a concentrated solar thermal system can achieve cost-competitive green 

hydrogen production. However, the process needs to be optimized in terms of full load hours. 

In addition, rapid development of HTE cost reduction and reduced cell degradation is 

necessary for low H2 production costs in general. With the current cost targets of the 

European Commission, HTE is already cost competitive with PEM and close to AEL 

technologies as long as heat is available at low cost, which can be achieved by concentrating 

solar energy systems. 
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Introduction 

The urgency of transitioning to sustainable energy sources in the face of escalating 

environmental concerns and depleting fossil fuel reserves has never been more 

acute. My Ph. D. project, situated within this critical context, aims to propose a 

solution to harness the untapped potential of organic waste and wastewater as 

sources of green energy. Spearheaded by VERITAS Spa, a leader in integrated 

water services and waste treatment, the project aims to transform the conventional 

approach to waste management and energy production.  

The “MODel of Saving electric ENergy from organic waste fermentation 

(MODSEN)” project emerges as a strategic response to this challenge.  

Specifically, the project involves the study of a process for the energy valorization 

of sludge and organic waste through their conversion into hydrogen. At industrial 

sites, this process can be combined with the better-known production of hydrogen 

through electrolysis powered by photovoltaic panels. Different ways of storing the 

hydrogen produced are also proposed and studied, with the aim of making 

hydrogen production and use mutually independent in time. Solutions  that are 

applicable in industrial sites, with regard to aspects of safety, cost, land 

occupancy, and that guarantee the highest possible values of efficiency  are 

considered. In particular, the conversion of hydrogen into metal hydrides will be 

studied and tested, as well as the synthesis of metal organic frameworks (MOFs) 

designated specifically for hydrogen storage at low pressures, due to their tunable 

porous structure and high surface area suitable for gas adsorption. Finally, 

different technologies will be analyzed and proposed for the use of hydrogen at 

the industrial site itself for the production of electricity for self -consumption, in 

particular fuel cell technology, with a comparison between p roton-exchange 

membrane fuel cells (PEMFC) and Solid Oxide fuel cell (SOFC). 

The anticipated outcomes include the development of a viable, scalable process 

for hydrogen production, advancements in hydrogen storage and purification 

technologies, and a comprehensive assessment of environmental impacts, 

positioning the project at the forefront of renewable energy research.  

The project is anchored in the concept of the circular economy, reimagining waste 

as a resource rather than a byproduct. By converting waste activated sludge and 

organic waste into hydrogen, the project not only provides a renewable energy 

source but also reduces waste volume and mitigates greenhouse gas emissions.  
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Specific Objectives 

The specific objectives of the MODSEN project are multi-fold, reflecting the 

complexity and interdisciplinary nature of the research. The primary goal is to 

develop and validate a pilot-scale process for the conversion of organic waste into 

hydrogen. This involves exploring the potential of Dark Fermentation, a process 

that produces hydrogen from organic matrices like waste activated sludge and 

organic waste, independently of light. The project also aims to study the 

integration of this process with hydrogen production from photovoltaic -powered 

electrolysis, thereby enhancing the overall efficiency of hydrogen generation.  

Another key objective is to explore and optimize various hydrogen storage 

methods, with a particular focus on Metal Hydrides and Metal Organic 

Frameworks (MOFs). These materials offer promising avenues for efficient and 

safe hydrogen storage, potentially overcoming some of the major challenges 

associated with hydrogen as an energy carrier , such as high energy demand related 

to gas compression in cylinders.  

Additionally, one of the main goals is to consistently produce over 20 liters of 

hydrogen per kg of TVS (Total Volatile Solids) treated , with a purity level of 95%.  

The project also aims to convert 50% of the produced hydrogen into electric energy 

and enhance methane production by 15-20% compared to traditional fermentation 

methods. Moreover, the final goal is to integrate previous technologies on a pilot 

scale, i.e., verifying the potential of the system by realizing a line with a treatment 

capacity of 60 kg/day of waste. These objectives are not only technologically 

challenging but also critical for establishing the feasibility and scalability of the 

proposed solutions. 

 

Methodology 

The experimental phase of the project is focused on designing and optimizing 

processes for hydrogen purification and storage with a special attention to Metal 

Hydrides and the synthesis of innovative materials called Metal Organic 

Frameworks and metal hydrides for hydrogen storage.  

In parallel, the project undertakes the development of an ene rgetic model of the 

entire hydrogen production and utilization system. This model will consider 

various operational scenarios and configurations, enabling the team to assess the 

energy efficiency and environmental impact of different approaches. The modeli ng 

work is complemented by a Life-Cycle Assessment (LCA) to evaluate the 

environmental impact of the project. The LCA focuses on key indicators such as 

Cumulative Energy Demand and Carbon Footprint, providing a holistic view of 

the project's sustainability. 

The first test was conducted in a two-stage anaerobic co-digestion system with 

waste activated sludge (WAS) and anaerobic sludge as inoculum. Dark 

fermentation was carried out in batch tests in co -digestion with a substrate/sludge 

ratio of 1:1 (based on VS). The batch tests were set with an organic load (OL) 

range from 10 to 25 kgVSfeed/m3 using serum bottles at 39°C. A semi continuous 

reactor was then set up with pH control (5.2 -5.5), using an organic loading rate of 

12 kgVSfeed/m3d and a hydraulic retention time (HRT) of 3.  

The substrates were collected at a local vegetables market. Before using, the 

substrates were chopped and stored at -20°C. The sludge and the inoculum were 

collected from the local wastewater treatment plant. Standard Methods wer e 

followed for measuring TS and VS content, tCOD and sCOD, total nitrogen (TKN), 

and total alkalinity (TA). The ammonia content was measured using an ISE 
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electrode. The pH was measured with a pH-meter HANNA. VFAs were analyzed 

using high-performance liquid chromatography (HPLC) by means of an Agilent 

Technologies 1100 series equipped with a UV-Vis detector and an Acclaim™ 

Organic Acid 5µm 4x150mm column. A 1 mM CH 3SO3H water solution was used 

as a mobile phase at a flow rate of 1 mL/min. Batch fermentation tests were carried 

out in triplicate using a Nautilus-AnaeroTechnology equipment to evaluate the 

biochemical hydrogen potential (BHP) of different substrates at different OL. The 

same equipment was used for the BMP test of the DF effluent at F/M of 0.3 

conditions carried out in duplicate. The biogas composition was measured when a 

sufficient gas production was detected. The semi-continuous test was carried out 

using a 4L CSTR reactor with an automatic control system (RES Italia s.r.l) and 

hydrogen was measured daily with a portable analyser (ETG s.r.l). Liquid samples 

were collected every day for the chemical parameters’ determinations.  

 

Discussion 

Dark fermentation for hydrogen production involves the anaerobic degradation of 

organic substrates by microbes in the absence of light. This process results in 

hydrogen as a byproduct of fermentation, leveraging organic residues as the 

material source. Dark fermentation, facilitated predominantly by bacteria such as 

Clostridium, Bacillus, Enterobacter, Klebsiella, and Eubacterium, commences 

with the hydrolysis of complex organic compounds, including proteins, 

carbohydrates, and lipids, into simpler substances like amino acids, sugars, and 

fatty acids. Extracellular enzymes secreted by these bacteria orchestrate the 

hydrolytic process. Subsequently, fermentative bacteria metabolize hydrolysis 

products, resulting in the production of hydrogen gas, carbon dioxide, and organic 

acids. Maintaining an optimal pH level between 5.5 and 6.5 is crucial to prevent 

the formation of undesired byproducts. Temperature control, with an optimum at 

37°C, is also imperative. Despite its potential, dark fermentation confronts 

challenges, including low hydrogen yields and the generation of gaseous 

byproducts such as methane, carbon dioxide, and volatile fatty acids.  [4] 

The efficiency of the dark fermentation process is comparatively lower than that 

of alternative hydrogen production methods, influenced by factors such as the type 

of organic waste, waste composition, microbial population, and operating 

conditions. The inefficiency stems from incomplete degradation of organic matter, 

substrate losses to secondary reactions, and the inhibition of microbial populations 

by toxic compounds such as ammonia and volatile fatty acids.  

Nonetheless, dark fermentation presents several merits over other hydrogen 

production methods. Firstly, it can effectively harness a wide array of organic 

wastes, including those unsuitable for alternative biomass conversion methods like 

lignocellulosic biomass. Secondly, the process exhibits simplicity and does not 

necessitate sophisticated equipment. Lastly, dark fermentation is operable at low 

temperatures and atmospheric pressure, resulting in reduced energy consumption 

and production costs.  

The quantity of organic waste or biomass required to produce a specific quantity 

of hydrogen through dark fermentation varies depending on multiple factors  such 

as waste composition, microbial population and operating conditions. The typical 

yield of hydrogen from dark fermentation ranges from 0.5 to 3.0 moles of hydrogen 

per mole of glucose consumed.  

For example, if the goal is to produce 1 kg of hydrogen gas through dark 

fermentation using food waste as a feedstock, the food waste composition might 
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approximate 20% protein, 50% carbohydrates, 10% lipids, with the remaining 20% 

comprising moisture and non-organic materials. The average energy content of 

food waste is approximately 16 MJ/kg.  

Assuming an average yield of 1.5 moles of hydrogen per mole of glucose consumed 

and a glucose content of 50% in the food waste, we can estimate that approximately 

100 kg of food waste would be required to produce 1 kg of hydrogen. However, 

this estimate on presupposes that all glucose in the food waste is entirely converted 

into hydrogen gas, which is not a realistic assumption. Factors such as incomplete 

organic matter degradation and substrate losses to secondary reactions result in a 

lower actual hydrogen yield from food waste compared to the theoretical yield.  

Typically, dark fermentation processes span from several days to several weeks, 

with the retention time of the feedstock within the reactor serving as a critical 

parameter affecting process efficiency. The optimal retention time is contingent 

upon feedstock composition and microbial popula tion. 

Biogas, generated through anaerobic digestion of organic waste, sewage sludge, 

and biomass, constitutes a renewable energy source predominantly composed of  

hydrogen (H2), methane (CH4) and carbon dioxide (CO2), along with impurities 

such as hydrogen sulfide (H2S), which is a corrosive gas and therefore poses a 

threat to metal surfaces and fuel cell components.  Thus, the presence of impurities 

in the biogas stream significantly impacts the performance, reliability, and 

longevity of fuel cell systems, particularly for PEMFCs that mandate purified 

hydrogen as a fuel source.  [2][3] 

The graph in figure 1 reports the hourly production during a steady-state week. 

The biogas production rate ranged from 5.5 to 9 NL/L-d (Normal liters per liters 

per day), while the Specific Gas Production (SGP) at steady state condition was 

120 NL/kgVS (Normal Liters per kilogram of Volatile Solids) with about 30% 

hydrogen content. The Dark Fermentation effluent of the semi continuous process 

was characterized and investigated with Biochemical Methane Potential (BPM) 

test studying a Food to Microorganism (F/M) ratio of 0.3 to determine its 

biomethane production capacity. This condition obtains a maximum Specific 

Methane Output (SMO) of 0.590 m3
CH4/kgVS on the eighth day of testing with an 

average percentage of CH4 around 76%. The result demonstrates how the two 

processes could enhance the overall economy of the bioenergy production system 

from waste. The obtained results will be used for carrying forward the MODSEN 

project. 

 

 
Figure 1: hourly biogas production rate during a steady-state week 
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Use of hydrogen for electricity generation 

The generation of electricity using biogas involves diverse technologies, including 

combustion engines, gas turbines, and fuel cells. In this context, our objective is 

to assess the advantages of utilizing a Solid Oxide Fuel Cell (SOFC) compared to 

a Proton Exchange Membrane Fuel Cell (PEMFC) for the generation of electricity 

from biogas. SOFCs operate at elevated temperatures, typically ranging from 600 

to 1000°C, affording them the flexibility to utilize diverse fuels, including natural 

gas, biogas, and hydrogen, without requiring an external reformer.  

A paramount advantage of SOFCs is their exceptional efficiency, capable of 

reaching up to 60% under optimal conditions. This is primarily attributed to their 

ability to harness waste heat generated during the electrochemical process, which 

can be converted into additional electricity or utilized for other application s. 

SOFCs also exhibit low emissions, as the sole byproduct of the electrochemical 

reaction is water.  

SOFCs offer a broad spectrum of potential applications, including stationary 

power generation, distributed energy systems, and transportation. Nevertheless, 

their high operational temperature presents commercialization challenges, such as 

material durability, thermal cycling, and startup time.  

PEMFCs demand purified hydrogen as fuel, with impurities in the gas stream 

causing performance deterioration and potential harm to the fuel cell stack. 

Consequently, a purification step becomes imperative to eliminate impurities from 

the biogas stream before introducing it into a PEMFC. The purification process 

can be energy-intensive and costly, often necessitating chemical scrubbing or 

adsorption procedures to remove impurities like H2S . 

In contrast, SOFCs exhibit greater tolerance for impurities in the fuel stream, 

encompassing CO, H2S and other impurities. The elevated operating temperature 

of SOFCs facilitates the catalytic conversion of impurities into less harmful 

species, such as H2O and CO2. As a result, SOFCs do not demand as extensive 

purification processes, thereby reducing the energy and cost associated with 

biogas conditioning [5]. 

The critical comparative analysis between the two fuel cell technologies is 

primarily focuses on evaluating the trade-offs between employing highly purified 

hydrogen in PEM cells versus the utilization of 'dirty' hydrogen in SOFCs. The 

objective is to ascertain the most  efficient and cost-effective approach, 

considering both the energy output and the practicality of hydrogen purification 

processes.  Over the coming months, experimentation will be conducted on these 

two types of fuel cells, providing vital empirical data. This data will support the 

theoretical framework and inform the decision-making process in the selection of 

the most suitable fuel cell technology, balancing efficiency and practicality in 

hydrogen utilization 

During the period January 2023-July 2023 a research project was conducted in 

Denmark at the DTU Offshore laboratories, focusing on the synthesis of Metal -

Organic Frameworks (MOFs) specifically designed for hydrogen storage. This 

work involved the synthesis of two Zirconium-based MOFs, namely UiO-66 and 

UiO-66-NH2 [6] [7] to acquire fundamental knowledge about the material's 

synthesis process. Subsequently, a novel organic linker, a derivative of 2,3 -

dihydroxy terephthalic acid with two exposed OH groups, was synthesized  [8]. 

Utilizing this linker, a new Zr-MOF was successfully developed, demonstrating 

enhanced hydrogen absorption capabilities. This improvement is primarily 

attributed to the linker's ability to bind metal ions, thereby facilitating hydrogen 
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molecule chemisorption. The increased hydrogen absorption capacity of this Zr-

MOF could lead to more efficient and compact hydrogen storage solutions, 

potentially making the use of hydrogen as a clean energy carrier more viable and 

cost-effective. Furthermore, this development could also contribute to the 

optimization of fuel cell performance, especially in systems where hydrogen purity 

and storage efficiency are crucial parameters.  

 

Conclusions 

In this work, the primary objective is to significantly influence the domain of 

green hydrogen production. This aligns with various national research programs 

that emphasize the development of novel energy technologies and services, with a 

specific focus on those that facilitate the shift to renewable energy and 

decarbonized gases. The project's outcomes are expected to contribute 

significantly to the efficiency and sustainability of multiutility services, 

presenting a clear trajectory towards green hydrogen utilization in industrial 

settings.  
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Introduction 

Renewable hydrogen is seen as a key element in the EU strategy to reduce the Greenhouse gas 

(GHG) emissions of various sectors, including industry. Europe is targeting 20 Mt clean 

hydrogen by 2030 for a hybrid and cross-sector green energy transition [1]. To achieve this 

ambitious goal, rapid infrastructure development is essential for large-scale hydrogen 

production, transportation, storage, and utilization [1]–[5].  

However, the hydrogen market is still in its early stages of development, and there is a 

high degree of uncertainty surrounding its production and transport needs [6]. The absence of 

a clear regulatory framework and the lack of risk protection for investors are significant barriers 

to the development of investment plans for renewable hydrogen production, consumption, and 

transportation by both industries and gas operators, creating the well-known “chicken-egg 

problem”. On one hand, without certain plans for hydrogen production and infrastructure, 

investments in the deployment of low-carbon hydrogen consumption processes by industries 

remain very risky. On the other hand, without any market interest, there will not be enough 

incentive for the deployment of a hydrogen network.  

Although some gas Transmission System Operators (TSOs) in Europe such as Fluxys [7] 

and Gasunie [8] have already taken the first step and developed their national hydrogen 

backbone plans by identifying the potential market interest in different industrial zones within 

their respective countries, the progress in other European countries may differ. Therefore, there 

is a compelling need to analyze the factors and policy instruments that affect the diffusion of 

renewable hydrogen demand in heavy industries and its impact on the investment decisions of 

gas operators. 

Peer effects play an important role in industrial innovation diffusion and financial 

decisions. When companies make decisions, especially in the context of incomplete 

information, industry competition, and government policies, they often look to their peers and 

competitors for guidance and opportunities [9]–[12]. In addition, the differential payoffs (e.g., 

income differences) are another deriving factor of the green technology diffusion among 

industries [13]–[15]. That is when, companies attempt to maximize their own profit with 

bounded rationality and imperfect information and their strategy could be greatly impacted if 

the peer enterprises achieve higher or lower benefits after adopting or rejecting green 

innovations, respectively. 

 
* Corresponding author: negar.namazifard@vito.be 
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To address the above-mentioned factors, in recent years, researchers in energy and 

environment fields have shown increasing interest in building the so-called network-based 

evolutionary game models for analyzing the low-carbon or green product diffusion among 

enterprises that can potentially use various strategies. Evolutionary Game Theory (EGT) 

focuses on the dynamic behavior of decision-makers with bounded rationality over time and it 

usually assumes that all individuals can interact with each other randomly in a well-mixed 

manner that is not necessarily in line with reality. However,  EGT in complex networks expands 

the traditional framework by considering network structures where interactions among 

individuals are defined under a determined typology [14]–[16]. There are several studies in the 

literature focusing on the diffusion behavior of the industries in the adoption of green or low-

carbon innovations. Zhang et al. investigated the effect of Chinese low-carbon policies on the 

diffusion of green technologies among alliance-based manufacturers with complex network 

interactions. Fan et al. emphasize on the role of consistency pressure † among peer enterprises 

alongside the learning behavior in the diffusion of green innovation [14]. Shi et al. explore the 

evolution of the diffusion of low-carbon technology and products in both the supply and 

demand sides, respectively [17].  

However, the dynamics of the investment decisions on the transmission network side and 

their corresponding effect on the green technology adoption rate of market participants 

(industries) which is highly important in the emerging markets (e.g., renewable hydrogen) is 

still missing and needs to be further investigated. Therefore, the purpose of this study is to 

develop a two-level EGT model and investigate the effect of policy instruments (e.g., carbon 

prices and, hydrogen subsidies) on the counter correlation of the renewable hydrogen diffusion 

among industries and the evolution of investment decisions by gas TSOs for the development 

of hydrogen networks. 
 

Methodology 

The model structure comprises two interacting layers: the industry layer and the gas TSO layer 

(see Figure 1). The industry layer holds the connection among the energy intensive industries 

(that can potentially adopt renewable hydrogen in their processes) through a complex network 

reflecting the possibility of interactions among the companies within the same subsector 

(among e.g., steel, fertilizers, refineries, glass, cement). The gas TSO layer is inhabited by the 

gas transmission operator as a regulated monopoly who can invest or not in renewable 

hydrogen pipelines contingent upon the market interest that they perceive from the industrial 

layer. The industries are represented as profit maximizers while, the gas TSO’s objective is to 

recover their investment and operational costs by collecting tariffs from the connection points 

(industries). 

Following the work of Fab et al. the interaction among industries can be based on both the 

1) imitation effects due to the consistency pressure and 2) demonstration effects based on 

learning behaviors following the payoff differences (the difference between the profits of an 

industry who adopts green innovation and the one who did not adapt) [14]. In the imitation 

effect path, when the neighboring industries that adopt a certain strategy in the complex 

network reaches a specific threshold, the industry will experience the pressure of consistency 

and start to imitate the strategy based on equation (1) (inspired by the DeGroot model) [18]. 
 (1) 

𝑝𝑖(𝑡) =  
𝑇𝑖𝑖(𝑡)𝐺𝑖(𝑡)  +  ∑ 𝑇𝑖𝑗(𝑡)𝐺𝑗(𝑡)𝑚

𝑗=1

𝑇𝑖𝑖(𝑡)  +  ∑ 𝑇𝑖𝑗(𝑡)𝑚
𝑗=1

 

 
† Consistency pressure is a driving factor for the imitation behavior among peer enterprises. It makes enterprises 

take irrational decisions only due to imitating the choices of their surrounding peers in a complex network 
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Figure 1 Model structure 

Where, 𝑇𝑖𝑗(𝑡) represents the weight or impact of industry 𝑗 on industry 𝑖 at time 𝑡 and 𝐺𝑖(𝑡) 

represents the strategy taken by industry 𝑖 at time 𝑡 in terms of adopting or rejecting the green 

technology. 
(2) 

 

𝐺𝑖(𝑡) = {
1, 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦 𝑖 𝑎𝑑𝑜𝑝𝑡𝑠 𝑡ℎ𝑒 𝑔𝑟𝑒𝑒𝑛 𝑡𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦
0, 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑦 𝑖 𝑟𝑒𝑗𝑒𝑐𝑡𝑠 𝑡ℎ𝑒 𝑔𝑟𝑒𝑒𝑛 𝑡𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦

 

 

If  𝑇𝑖𝑗(𝑡) is higher or lower than a certain threshold, then industry 𝑖 will be directly affected by 

the imitation pressure for the next step’s decision as shown in equation (3). Nevertheless, if 

𝑇𝑖𝑗(𝑡) is between the lower and upper bound, industry 𝑖 will be affected only by demonstration 

effect for the next time step. An upper and lower bound represents the tendency of 

interconnected industries for adopting the green technology is high or low enough, 

respectively.  

 

 
(3) 

𝐺𝑖(𝑡 + 1) = {

1                    𝑝𝑖 ∈  [𝑈, 1]

0                    𝑝𝑖 ∈  [0, 𝐿]

𝑃(𝑖 → 𝑗)      𝑝𝑖 ∈  [𝐿, 𝑈]
 

 

In the demonstration effect path, industry 𝑖 starts to randomly select a peer company 𝑗 among 

its interconnections in the complex network with probability formula represented in equation 

(4) meaning that the peer company with higher social influence (e.g., large companies with 

higher production capacities in this case) are more likely to be selected for the payoff 

comparison. If the two industries have different strategies in adoption of renewable hydrogen 

at time step 𝑡, the state of industry 𝑖 may be updated based on the probability formula suggested 

by Wang and Zheng (2019). In this study, the grid access signal coming from the TSO layer is 

an external factor for the industries and may also affect the probability of their adoption strategy 

during the demonstration path. Therefore, we improve the evolutionary game formula 

               

  aximi in  profit 

throu h evolutionar  

 ames

  eer effects

            

           

              

  ecoverin  the costs 

 collected feed in 

tariffs 

       

        

641



      

 4 

suggested by Wang and Zheng (2019) by considering a grid access coefficient (𝛼) in the 

decision-making process of enterprises (equation 5). This coefficient can be considered as the 

probability of the investment by the gas grid operator. The larger the value of 𝛼, the stricter the 

TSO is in investing in hydrogen pipelines. 𝛼 = 1 means that the gas TSO will certainly invest 

on a hydrogen backbone in the future and industries will for sure have access to a hydrogen 

grid. In contrast, 𝛼 = 0 means that the TSO will have no plan and outlook for a hydrogen 

network across the country. 

  
(4) 

 

𝑝𝑖𝑗 =
𝐴𝑖𝑗(𝑡)

∑ 𝐴𝑖𝑘(𝑡)𝑘∈𝑚
 

(5) 

𝑃(𝑖 → 𝑗) = {

𝛼                              𝑈𝑖 ≤ 0.5𝑈𝑗  

(𝑈𝑗 − 𝑈𝑖)𝑎𝑡 𝑈𝑖⁄      0.5𝑈𝑗 < 𝑈𝑖 < 𝑈𝑗

0                               𝑈𝑖 ≥ 𝑈𝑗

 

 

Where, 𝑈𝑖 and 𝑈𝑗 are the payoffs (in this case, profits) of industry 𝑖 and its peer 𝑗, respectively. 

Table 1 illustrates the payoff matrix of two industries which includes their revenues from 

selling their final products (𝜋𝑎, 𝜋𝑟) the investments required for the new technologies (𝐼𝐶ℎ𝑡
𝑎 ), 

cost of purchasing renewable hydrogen and fossil gas fuel (𝑉𝐶ℎ𝑔
𝑎 , 𝑉𝐶𝑓𝑔

𝑟 ), hydrogen and natural 

gas grid tariffs (𝑇𝑅ℎ𝑔
𝑎 , 𝑇𝑅𝑓𝑔

𝑟 ) , carbon taxes (𝑇𝑟) for the companies that rejected the green 

innovation and the revenues from selling the output products and, governmental fixed subsidies 

for the industries that adapt the green innovation. 

 
Table 1 Payoff matrix of the industrial layer 

 Industry 2  

  Adopt Reject 

Industry 1 Adopt 1) 𝜋𝑎 + 𝑆𝑎 − 𝐼𝐶ℎ𝑡
𝑎 − 𝑉𝐶ℎ𝑔

𝑎 − 𝑇𝑅ℎ𝑔
𝑎 ;  

2) 𝜋𝑎 + 𝑆𝑎 − 𝐼𝐶ℎ𝑡
𝑎 − 𝑉𝐶ℎ𝑔

𝑎 − 𝑇𝑅ℎ𝑔
𝑎  

1) 𝜋𝑎 + 𝑆𝑎 − 𝐼𝐶ℎ𝑡
𝑎 − 𝑉𝐶ℎ𝑔

𝑎 − 𝑇𝑅ℎ𝑔
𝑎 ; 

2) 𝜋𝑟 − 𝑇𝑟 − 𝑉𝐶𝑓𝑔
𝑟 − 𝑇𝑅𝑓𝑔

𝑟  

    

 Reject 1) 𝜋𝑟 − 𝑇𝑟 − 𝑉𝐶𝑓𝑔
𝑟 − 𝑇𝑅𝑓𝑔

𝑟 ;      

2) 𝜋𝑎 + 𝑆𝑎 − 𝐼𝐶ℎ𝑡
𝑎 − 𝑉𝐶ℎ𝑔

𝑎 − 𝑇𝑅ℎ𝑔
𝑎  

1) 𝜋𝑟 − 𝑇𝑟 − 𝑉𝐶𝑓𝑔
𝑟 − 𝑇𝑅𝑓𝑔

𝑟 ;                         

2) 𝜋𝑟 − 𝑇𝑟 − 𝑉𝐶𝑓𝑔
𝑟 − 𝑇𝑅ℎ𝑔

𝑟  

 

From a TSO point of view, the external factor that affects the evolution of its investment 

decision on the construction of the hydrogen network is basically the level of market interest 

of the industrial consumers. In other words, higher renewable hydrogen adoption rates (𝛽) in 

the industrial layer leads to higher probability of the investment (𝛼) by the gas TSO in the 

future hydrogen network. These two variables of the model are correlated with each other by 

the share of collected tariffs by the gas TSO to the total requited initial investment for the 

development of the hydrogen backbone as represented in equation (6). 

 
(6) 

𝛼 =  
𝛽. 𝑁. 𝑇𝑅ℎ𝑔

𝑎

𝐼𝐶𝑡𝑠𝑜
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In later stages, different potential government policy instruments are applied on both the 

industrial layer and TSO layer to analyze their effectiveness in promoting the diffusion of 

renewable hydrogen. These policies include carbon prices for the industries, inter-temporal 

cross-subsidies‡, targets on the share of hydrogen consumption in industries set by the 

Renewable Energy Directive (RED III) [20], and green innovation subsidies. 
 

Discussion  

This study is still in the early stages of the model development. Nevertheless, the following 

results are expected from our analysis: 

 

• The dynamics of renewable hydrogen diffusion in the industrial layer and investment 

decisions in the TSO layer throughout time taking into account their potential 

interactions; 

 

• The evolution in the marginal effect of the “market interest” on the TSO layer and the 

“grid access” on the industrial layer; 

 

• The effectiveness of different policies on the adoption rate exploring how one policy 

can overweigh the other in terms of increasing the diffusion of the renewable hydrogen; 

 

• The correlation between incremental intensity of policies (e.g., subsides and carbon 

prices) and their marginal effectiveness; 

 

• The extend in which the diffusion of renewable hydrogen is sensitive to the change of 

production capacities of various industries throughout time. 

 

 

Conclusions  

This study develops a novel agent-based model to analyze the dynamics of the investment 

decisions in both the industrial and TSO layers under the principles of evolutionary game 

theory in complex networks. Unlike existing studies, the bidirectional interactions of industries 

with the transmission system operator in an emerging market (renewable hydrogen) is 

integrated into this model to address the so-called “chicken-e  ” problem as one of the main 

barriers of the future hydrogen market development. Without effective policy measures, 

industries may not have the motivation of adopting hydrogen infrastructure as they face 

additional costs compared to their baseline operations. Therefore, proactive policy 

implementation such as environmental taxes (carbon prices) and investment subsidies are 

crucial to create a supportive environment that encourages the adoption of renewable hydrogen 

among industries. 

 

 

 

 

 

 

 
‡ To avoid undue and excessive cross-subsidies among first and future users of hydrogen networks, Member 

States may allow hydrogen network operators to spread network development costs over time, by ensuring that 

future users pay part of the initial costs [19] 
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Introduction

The transition of the power sector is widely regarded as a cornerstone pillar to achieve the ambition
of the European Union (EU) to become climate neutral by 2050 [17]. Where most of the EU’s
energy demand is today met by using fossil fuels, the electrification of the industry, buildings and
transport sectors in combination with an increased scaling- and speeding-up of renewable energy in
the power sector reduces dependence on foreign energy sources and energy-related greenhouse gas
(GHG) emissions. The industrial sector was responsible in 2021 for almost 21% of carbon dioxide
(CO2) emissions in the EU [20], of which almost a quarter derived from the iron and steel industry
(ISI). Emissions in the sector are usually considered hard-to-abate, mainly due to the high heat
requirements, using carbon as a process input, as well as low profit margins, high capital intensity,
long asset life, and trade challenges [12]. While various technologies may help producers in increasing
energy efficiencies and cutting CO2 emissions, a deep decarbonisation of the sector is expected to rely
on new technologies [8], mainly employing hydrogen (H2) for the reduction of iron ore as substitute
to carbon [14]. While offering great potential benefits in reducing ISI’s process emissions, the H2 -
based core processes has specific electricity use per tonne of steel 35 times higher than the traditional
coal-based production methods [4].

The demand for electricity and H2 by the ISI is likely to experience a significant increase by 2030.
This rapid surge in electricity demand poses additional challenges for the transitioning power sector,
still focusing on expanding and integrating renewable power generation. While the accelerated elec-
trification of the ISI leads to reduced emissions within the industry, it also risks to be counter effective
if not properly supported by an expansion of renewable power supply. If the additional demand for
electricity and electrolytic H2 is primarily supplied by fossil-based sources, it may result in an increase
of indirect CO2 emissions from the power system. Previous studies have either targeted the long-
term transition of the ISI through high temporal resolution unit commitment and economic dispatch
(UCED) models operating with large shares of renewable power capacities [15, 21], or examined the
short-term transition of the ISI without conducting modelling analysis neither considering H2 demand
for steel [10, 2], thus without the updated decarbonisation targets of European steel manufacturers.

Therefore, this study aims at assessing the short-term decarbonisation of the European ISI and the
effect on the power system through high-temporal resolution modelling, by answering to the following
research question: how does the short-term transition to a low-carbon ISI affect the European power
system operations and its CO2 emissions?

Method

To answer the research question, this study first develops scenarios that reflect various levels of
decarbonisation of the ISI in 2030 to define the energy demand and direct CO2 emissions reduction.
Second, it performs high temporal resolution power system modelling in 2030 to evaluate the impact
of various level of decarbonisation of the ISI on indirect, power generated CO2 emissions, and marginal
electricity prices.

∗Corresponding author: a.boldrini@uu.nl
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Table 1: Assumptions applied to develop 2030 steel scenarios.

Scenarios
Share of secondary

production
Deployment of low-carbon

primary route
Fuel shift Fuel for DRI

Base 45% Reflecting operating pilots
and approved projects [14]

33% of natural gas used
for finalisation processes

shifts to electricity
Natural gas and H2

Pace 45% Reflecting all announced projects [14]
33% of natural gas used
for finalisation processes

shifts to electricit
All H2

Accelerated 47%

Reflecting the refurbishment needs
of existing blast furnaces [7] assuming

25 years of lifetime [1] and CCUS
projects applied to BF-BOF
with timeframe beyond 2030

33% of natural gas used
for finalisation processes

shifts to electricit
All H2

Table 2: Overview of sub-scenarios differentiated by (i) generation capacities as foreseen by the MIX-H2 – i.e.,
UCED problem – and with capacity expansion – i.e., UCED problem with capacity expansion – and (ii) low and high

natural gas and H2 other supply prices. All other parameters of the energy system are retrieved from the 2030
MIX-H2 scenario.

2030 MIX-H2
(ii) (ii)

Low prices High prices

(i) UCED problem

Reference
Base
Pace

Accelerated

Reference high
Base high
Pace high

Accelerated high

(i)
UCED problem

with capacity expansion

Reference EXP
Base EXP
Pace EXP

Accelerated EXP

Reference high EXP
Base high EXP
Pace high EXP

Accelerated high EXP

The scenario development is carried out by identifying decarbonisation pathways for the ISI in
2030, defined by the extent to which low-carbon steel technologies replace existing BF-BOF capacity,
currently the most widely adopted but also most polluting production route. The scenarios take
into account recent projects development documented by the Green Steel Tracker [14] and lifespan of
existing assets. As many of the announcements are non-binding, the advancement of these projects
have a certain degree of uncertainties that is reflected in our three scenarios. Table 1 summarises the
assumptions applied for the scenarios development. Based on the steel production by manufacturing
technology, the energy demand for electricity and H2 is calculated by applying country and technology-
specific energy intensities. For currently used technologies, energy intensities are derived following
the method developed by Koolen and Vidovic [13]. Regarding new steel-making technologies, we
apply values and assumptions from literature [19, 11, 23].

We build the analysis on the European energy system by using the electricity and H2 demand
per scenario and country as input for modelling. We use the METIS model to simulate the effect
of the decarbonisation of the ISI on EU power system dynamics. METIS is a mathematical model
simulating the electricity system operations at country-level through a UCED problem [18, 3]. We
simulate the effect of the steel scenarios in 2030. The steel energy demand complements the MIX-H2
context developed by De Felice [6], whose parameters are use for all parts of the modelled energy
system but the ISI. The results of our scenarios are compared to a Reference case that reflects
a conservative decarbonisation pathway as foreseen by the POTEnCIA (Policy Oriented Tool for
Energy and Climate Change Impact Assessment) Central Scenario [16].

Furthermore, we define a set of sub-scenarios to run sensitivity analyses on the following pa-
rameters: (i) the availability of renewable electricity generation and electrolyser capacity, which
preliminary results have shown to be critical factors in delivering cost-effective renewable energy sup-
ply; and (ii) the prices of natural gas and H2 for supply other than electrolysis, to reflect the price
sensitivities of these carriers1 observed in recent years in the European energy markets [9]. Table 2
reports an overview of all sub-scenarios.

Results

Steel production by technology and their energy demand in 2030 are shown in Figure 1 and 2,
respectively. Compared to 2018, Base foresees an increment of electricity and H2 demand of about

1H2 is currently mainly produced from natural gas in the EU, thus we assume the price of H2 as produced via steam
methane reforming (SMR).
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Figure 1: EU steel production by technology in 2018 and in 2030 as foreseen by the steel scenarios. Abbreviations:
BF-BOF blast furnace basic oxygen furnace, BF-BOF-CCUS blast furnace basic oxygen furnace with carbon capture
utilisation and/or storage, DRI-EAF natural gas-based direct reduction of iron and electric arc furnace, H2-DRI-EAF
hydrogen-based direct reduction of iron and electric arc furnace, scrap-EAF recycled scrap steel processing in electric

arc furnace.

11 and 8 TWhHHV , respectively. Pace foresees a sharp increase in H2 demand, almost five times
larger than in Base and a 5% increase of electricity demand compared to Base. Accelerated further
stretches the electricity demand by 15% and more than doubles the H2 demand compared to Pace.
If H2 is produced via electrolysis, power demand further increases in all scenarios.

Figure 2: Energy demand of the EU ISI in 2018, MIX-H2, Reference and the steel scenarios. MIX-H2 is shown
without differentiation among production route because the information is not available. Energy demand for natural

gas and H2 is expresses in higher heating value (HHV). Technologies abbreviations are reported under Figure 1.

For the sake of conciseness, we exclude from this abstract a details assessment of the power system
operation to give focus on the net CO2 emissions under all scenarios reported in Table 2. Figure 3
shows the absolute results of CO2 emissions for all sub-scenarios and for 2018, together with the power
system operational costs variation compared to Reference. As the full range of options to supply H2

was not taken into account in this study, Figure 3 shows in patterned grey the CO2 emission as if

3
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Figure 3: Direct and indirect CO2 emission in the EU of steel scenarios compared to 2018, with and without
capacity expansion. The secondary axis reports the variation of operational power system costs and annualised
investment of the additional renewable and electrolyser capacities deployed in the capacity expansion scenarios,

compared to Reference (97 Be).

H2 was supplied via SMR. Other plausible options such as SMR with CCUS or imported green H2

would have lower or null H2 emissions, thus fitting within the range of the patterned grey stacked
columns. All scenarios present an overall reduction of CO2 emissions compared to 2018 mainly due to
direct emissions reduction of 14%, 25% and 54% in Base, Pace and Accelerated, respectively. Without
renewable capacity expansion, there is an increase in indirect as electricity demand grows from Base
to Accelerated. However, the level of ISI indirect emissions remains below the values recorded in
2018 even while supplying more electricity for almost all sub-scenarios. This can be attributed to
the already large deployment of renewable power generators foreseen by the MIX-H2 scenario. In
Accelerated high, high natural gas and H2 other supply prices lead to a larger use of coal- and lignite-
based power plants, resulting in indirect emissions in 2030 much almost 70% higher than in 2018.
This also comes at the cost of almost 70% increase of power system costs. Overall, five countries
are responsible for 74% of total EU indirect CO2 emissions. These are, in order of contribution,
Poland, Germany, Italy, Czech Republic and Romania. The indirect CO2 emissions are largely and
cost-effectively reduced by up to 96% in EXP scenarios. Furthermore, system costs increase by a
maximum of only 10% even when faced with high prices scenarios.

Discussion

This study assesses the results’ robustness by running sub-scenarios that involve varying fuel
prices, and renewable and electrolyser capacities. Nonetheless, the study presents limitations aris-
ing from the uncertainty encompassing numerous parameters related to the future of the European
ISI, such as production and circularity levels in 2030. Examining our results in a broader context,
Accelerated high EXP and Pace high EXP allocate 20 GW and 10 GW of electrolyser capacity to
steel-making, which correspond to half and a quarter of total electrolyser capacity foreseen by MIX-H2
in 2030, respectively. With low gas prices, these numbers reduce to 9 GW and 4 GW for Accelerated
and Pace. Pace, which is in line with MIX-H2, foresees 10% of the total MIX-H2 electrolyser capacity
allocated to supply the ISI.

Since the energy crisis there has been a stronger push by the EU to move away from the dependency
on foreign countries for natural gas by increasing the renewable energy targets and H2 production and
import. The price applied for non-electrolytic H2 – e.g., imported, produced as grey or blue H2 – is
between 2 and 10 e/kgH2

, which is in line with the price of green H2 expected by currently developing
H2 hubs around the world [5]. Therefore, the study provides realistic insights into the competitiveness
of future locally produced H2 . Lastly, in line with the study of Toktarova et al. [21], our findings
puts into discussion the strategy of brownfield investments for new steelmaking technologies when
affordable H2 is not available or when the price of CO2 allowances increases. However, as suggested
by Vögele et al. [22], European steel-making is already among the most energy efficient and with
lower CO2 emissions globally. Therefore, relocation of production outside of the EU could potentially
increase energy consumption and limit global CO2 emissions reduction.
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Conclusion

Decarbonising the ISI involves the application of direct or indirect electrification technologies –
i.e., H2 produced via electrolysis. As part of the ISI energy input electrifies, the impact on the power
system becomes more pronounced. Many steel manufacturer plan to start the operation of new
low-carbon technologies, such as H2-based direct reduction of iron (H2-DRI-EAF) by 2030. A this
point in time, the power sector will not have fully transitioned to a low-carbon system. This study
aims at assessing the consequences of a short-term increase of ISI electricity demand by developing
nine scenarios that reflect various levels of decarbonisation, fuel prices, and renewable power and
electrolyser capacities. Through modelling, this work evaluates the impact of the transformation of
the ISI in 2030 on the European power and H2 system in terms of generating technologies, marginal
prices and CO2 emissions.

The findings of this study indicate that the European power system, as foreseen by the MIX-H2
scenario for 2030, is capable of accommodating an advanced transition of the ISI, represented by
our Pace scenario. In the Pace scenario, the ISI achieves a direct CO2 emissions reduction of 25%
compared to 2018, thanks to the adoption of electrified processes that increase electricity and H2

demand, respectively, by 17 TWh and 40 TWhHHV at EU-level. Nonetheless, indirect CO2 emissions
decrease by one-third to one-half compared to 2018, considering a range of fuel prices, despite the
16% increase in electricity demand. Electrolytic H2 supply remains below 25% of demand, even when
the price of alternative supplies - e.g., import, produced by steam methane reforming (SMR) - reaches
10 e/kgH2

. On the other hand, an Accelerated transition of the European ISI, which results in a
substantial 54% reduction of CO2 direct emissions, can cause an increment of indirect emissions up
to 69%. This increase occurs because the additional demand is mainly met by fossil-based power
plants.

The study further demonstrates that a drastic reduction of indirect CO2 emissions can be realised
by combining the installation of dedicated renewable capacity alongside the transformation of the
ISI. In the Pace scenario, 30 and 70 GW of renewable power generators, and 5 and 10 GW of
electrolysers are installed with low and high fuel prices, respectively. That entails that a reduction of
indirect CO2 emissions of over 85%, together with 25% reduction of direct CO2 emissions compared
to 2018, can be achieved by deploying 1.2 and 2.7 GW of renewable power generators, and 200
and 400 MW of electrolysers for each million tonne of steel produced annually with low-carbon
technologies. Establishing a cost-effective and low-carbon H2 supply is crucial to decarbonise the
ISI and to facilitate the competitiveness of European steel-makers on the global market. Additional
renewable capacity that ensures green steel production is key to avoid CO2 emissions spill-over and
maintaining stable electricity prices.
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Introduction 

Hydrogen, despite being the most abundant element on the Earth, presents a paradoxical 

challenge: it does not occur naturally in a free state that can readily serve as a clean energy 

source. Instead, it necessitates extraction and processing, which can be accomplished 

through a variety of means. On one hand, it can be sourced sustainably from renewable 

resources such as biomass and water, aligning with our commitment to minimizing 

environmental harm. On the other hand, hydrogen can also be derived from non-renewable 

sources like coal, natural gas, and hydrocarbons, which poses a more significant 

environmental concern due to their finite nature and associated emissions. The 

environmental impact varies significantly based on the specific production method [1]. 

 

Presently, global hydrogen production is predominantly reliant on fossil fuels, constituting 

approximately 82% of the total production [2]. This percentage underscores the need for 

continued research and development efforts to transition towards cleaner, more sustainable 

hydrogen sources. 

 

Methanol (MeOH), as a hydrogen carrier fuel, presents an attractive solution for addressing 

key challenges in hydrogen integration within the energy sector. Its chemical structure has 

a favorable hydrogen-to-carbon ratio at 4:1. With a boiling point of 65 °C, it vaporizes at a 

temperature comparable to water [3]. Moreover, the absence of robust C-C bonds lowers 

conversion temperatures compared to other fuels, resulting in reduced energy consumption 

during hydrogen production. Notably, methanol's liquid state at standard environmental 

conditions and atmospheric pressure suggests compatibility with existing oil and gas 

infrastructure for transportation and storage. Producing hydrogen on-site when required can 

streamline logistical processes and decrease the necessity for high-pressure hydrogen 

storage [4]. This addresses a significant techno-economic concern associated with hydrogen 

adoption. Additionally, methanol can be derived from renewable and sustainable raw 

materials, including municipal solid waste, biomass, biogas from digesters, and captured 

CO2 from industrial processes. 

 

In summary, renewable methanol, as a hydrogen carrier, aligns with the broader objectives 

of achieving a Zero Net scenario and has gained interest for its applications in fuel cell 

technology. 

 

The advancement of high-temperature proton exchange membrane fuel cells (HT PEMFC) 

represents a promising solution to address several challenges encountered in low-

temperature proton exchange membrane fuel cells (LT PEMFC). HT PEMFCs exhibit the 

capability to operate at elevated CO concentrations, potentially reaching up to 5 %, which 

simplifies their usage by relaxing the constraints on the composition of the incoming gas. 

Consequently, it becomes feasible to directly supply HT PEMFCs with unprocessed 

 
 Corresponding author: andrej.lotric@fs.uni-lj.si 

651



      

 2 

hydrogen-rich reformats, including the product gas from methanol steam reforming, without 

the need for prior purification. 

Furthermore, elevating the operational temperature of these cells raises the prospect of 

exploiting their exothermic properties, particularly in utilizing waste heat. The thermal 

integration of an exothermic HT PEMFC stack with an endothermic methanol steam 

reformer (MSR) and a methanol/water evaporator holds the potential to create a compact 

unit (figure 1). This unit could effectively utilize methanol/water as fuel while 

simultaneously generating electricity, marking a significant step toward more efficient and 

versatile portable energy systems. 

 

 

Methodology  

Theoretical background 

 

The thermochemical processes for converting methanol into hydrogen include methanol 

steam reforming (MSR), partial oxidation (POM), autothermal reforming (ATRM), and 

thermal decomposition of methanol (MD). MSR is an endothermic process that employs 

steam as an oxidant. Among all methanol conversion reactions, MSR yields the highest 

concentration of hydrogen. The process occurs within a temperature range of 150-350 °C, 

and its primary reforming products are H2 and CO2, followed with the production of low 

concentrations of CO as well [5]. 

 

CH3OH + H2O = CO2 + 3H2                                                                       ∆𝐻298 K
0 = +49,7

kJ

mol
 

 

The composition of the reforming gas depends on the reactor's geometry and the catalyst 

employed. Catalysts utilized in MSR can be categorized into two groups: 1) copper-based 

catalysts and 2) group 8-10 metal catalysts. 

The primary objectives, pursued when designing a MSR reactor, include producing a 

hydrogen-rich product gas with minimal CO content, achieving a high level of methanol 

conversion, all while operating at the lowest feasible temperatures. 

 

HT PEMFCs have been developed to address specific challenges present in LT PEMFCs 

and operate in the temperature range of 120–200 °C. The lower temperature limit is to avoid 

Figure 1: Graphical representation of an integrated system of HT 

PEMFC stack, MSR reactor and evaporator 
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the appearance of any liquid water in the system while the upper limit is associated with 

pronounced degradation. To overcome issues related to humidity and temperature stability 

of the Nafion membrane, HT PEMFCs often employ a polybenzimidazole (PBI) membrane 

doped with phosphoric acid (PA) [6]. In this configuration, PA serves as the proton carrier, 

allowing for operation at higher temperatures. This higher temperature operation offers the 

advantage of accommodating higher CO content compared to LT PEMFCs, with CO 

resistance increasing to 3–5% (2000 times that of LT PEMFCs). This enables the use of 

locally produced reformate gas from MSR reaction, without any pre-cleaning step.  

 

The genesis of the concept behind this work lies in the observed convergence of the 

operational temperature ranges of the MSR reactor, the HT PEMFC, and the methanol-water 

vaporizer (figure 2 (left)). The HT PEMFC's exothermic operation releases heat that can 

potentially fuel the endothermic MSR process. Furthermore, an adequate amount of heat 

can be generated to evaporate the methanol/water mixture prior to its entry into the MSR 

reactor. 

 

 

 

The primary challenge we encounter here pertains to the trade-off between the efficiency 

and heat generated by the HT PEMFC stack. Figure 2 (right) illustrates the distribution of 

waste heat and electricity production along the polarization curve, power curve, and 

efficiency curve. The upper limit is represented by the thermoneutral voltage, signifying the 

total available energy (reaction enthalpy or in other words heating value of hydrogen). The 

portion of this energy - that can be converted into electricity - constitutes exergy or Gibbs 

free energy (the blue area on the graph), while the remaining part (the red area) represents 

anergy, denoting the released waste heat, which, in our case, is useful heat. The production 

of waste heat is directly correlated with polarization losses. It is now evident that increased 

voltage losses lead to greater heat generation. 

Our objective is to identify the optimal operating range while maximizing the overall system 

efficiency. 

 

Figure 2: (left) Operating temperature ranges of MSR reactor, HT 

PEMFC, and evaporator, (right) the relationship between released heat 

and electricity production based on the polarization curve 
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Experimental setup 

 

The experimental setup is depicted in figure 3. After the HT PEMFC/MSR/vaporizer system 

integration, a prepared mixture of MeOH and water will be introduced into the system using 

a syringe pump. For the gas reactants (air and H2) mass flow controllers (MFCs) will be 

used. For the characterization of the HT PEMFC stack, an electronic load will be used to 

measure and analyze the stack's electrical performance and characteristics. For individual 

characterization of both cells, additional voltage measurements will be conducted for each 

of them. By comparing the online voltage measurements of both HT PEMFCs, it will be 

possible to determine if both cells are operating under similar conditions. 

 

The system's startup and initial heating will be accomplished with the assistance of four 

electric heaters and the use of H2/air for reactants. Initiating with pure H2 aids in activating 

the HT PEMFC stack and the MSR catalyst. Once activated and heated to the desired 

temperature, the system will operate using a MeOH/water mixture and air. 

 

All system components are integrated with the in-house developed LabView application. 

Achieving thermally self-sustained operation is a primary objective, and one of the key 

performance indicators involves monitoring the temperature profile inside the system, 

including the operating temperatures of all the reactors. Local temperature measurements 

will be conducted using thermocouple probes, while a thermal imaging camera will capture 

an entire system-level perspective. Aligning these temperatures with the calculated values, 

which will be modeled prior to experiment, is essential for achieving thermally self-

sustained operation. 

 

 

 

Future work  

Evaporator 

 

The introduction of the MeOH/water mixture into the system occurs in a liquid phase, 

necessitating the use of an evaporator. The temperature range for evaporating the mixture is 

Figure 3: Scheme of the experimental setup 
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lower than operational temperature range of the HT PEMFC stack, and the excess heat will 

be utilized for this purpose. The system's geometry is determined by the surface area of the 

used membrane-electrode assemblies (MEAs). To optimize heat transfer via conduction and 

convection, the evaporator’s geometry is constrained to match the contact area of the HT 

PEMFC stack. To address pressure pulsations in the system (discovered in previous 

experiments) porous material was introduced into the evaporation chamber. This was 

inspired by similar issues documented in the literature [7]. Currently, the reactor is in the 

testing phase, and significantly lower pulsations are experienced by this phase. The reactor 

is tested separately for its characterization and once the pulsations are acceptably low or 

completely gone it will be integrated into the system. 

 

MSR reactor 

 

The MSR reactor's design should include a sufficient surface area to enable convective heat 

transfer while maintaining an abundant volume to supply the HT PEMFC stack with the 

necessary hydrogen flow, thus enabling the cells to operate at the selected optimum 

operating point. Given that the upper temperature limit is defined by the HT PEMFC's 

operating temperature, which is 200 °C, there is a need for the MSR reaction to occur at 

lower temperatures. However, the literature review has highlighted the challenge of 

achieving this, as most referenced studies employ temperatures higher than 200 °C. 

Lowering the temperature is possible by using catalysts that are active at lower temperatures. 

One of the most promising options is Cu/Zn/GaOx [8], [9]. 

The second idea for lowering the reaction temperature is implementing a membrane MSR 

reformer, which could enhance the system's overall performance by shifting the equilibrium 

state of the MSR reaction, following La Chatelier's principle. To achieve this, we intend to 

utilize a Pd-Ag membrane due to its favorable properties for hydrogen permeation at lower 

temperatures and commercial availability. 

 

HT PEMFC stack 

 

HT PEMFC stack is constructed from two cells, each with an active area of 12,9 cm2. 

Characterization of the HT PEMFC stack is imperative, beginning with a polarization curve 

analysis to comprehend its primary characteristics. Subsequently, electrochemical 

impedance spectroscopy (EIS) analysis is anticipated, as it can provide supplementary 

insights, such as the impact of CO or unconverted methanol on the cell properties [10], [11]. 

This collective information will enable us to determine the desired operating point. 

 

Conclusions  

It is feasible to achieve thermal integration within the HT PEMFC-MSR system, where 

evaporation occurs within the system using the heat generated during the operation of the 

HT PEMFC stack [12]. Several research groups are actively pursuing this area; however, as 

far as we know, the integration of the evaporator into the same system has not been realized 

yet. The field offers significant room for system optimization [13]–[17].  

Currently, our workflow is in the characterization phase of the manufactured evaporator, 

and the experimental test setup is in the preparatory stage. At the same time, the 

experimental work on EIS analysis for the HT PEMFC is in its initial stages. Our 

forthcoming efforts will concentrate on designing and optimizing the MSR reactor to meet 

the desired operating conditions.  
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Introduction 

The thermochemical fuel production process is one of the most promising methods to convert 

solar energy into green hydrogen or syngas. The high temperature heat required for the 

underlying redox cycle is supplied by concentrated solar energy with the principal ability to 

utilize the whole solar spectrum. It is a two-step process: In a reduction step the heat is used to 

endothermally reduce a metal oxide at high temperatures. In a temperature swing the pre-

reduced metal oxide is cooled down to lower temperature and exothermally re-oxidized by 

reacting with water/steam or carbon dioxide to form hydrogen and/or carbon monoxide. [1]    

State-of-the-art materials for this process such as Ceria are hard to reduce even at the high 

temperatures employed. In order to increase the reduction extent during the reduction step, and 

thereby the cyclic yield of the process, it is necessary to provide a controlled reducing 

atmosphere with a low oxygen partial pressure. While conventional vacuum pumping remains 

to be the state-of-the-art, alternative methods such as thermochemical oxygen pumping 

(TCOP) exhibit great potential to increase the efficiency of the fuel production process with 

comparatively little energy consumption. [2] With TCOP a second two step thermochemical 

cycle is employed to reduce the oxygen partial pressure during the reduction step. [3]  

In comparison to conventional vacuum pumps, a TCOP requires up to 90% less energy in a 

pressure range below 1 mbar and therefore has the ability to increase the overall efficiency of 

the thermochemical fuel production. This pumping process also utilizes redox metal oxides, 

which can be cycled at much lower temperatures than the splitting materials like Ceria. [4] 

Additionally, no mechanical components are required and recuperated heat from the 

thermochemical splitting cycle can be utilized to power the pumping cycle. [2] 
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The functional principle of a thermochemical hydrogen production process in combination with 

a TCOP is shown in Fig. 1.   

 

Figure 1: Functional principle of a two-step thermochemical cycle for splitting water in combination with a two-

step thermochemical cycle to provide a reducing atmosphere during the reduction step of the thermochemical 

splitting cycle. 

Methodology  

While efforts were made to identify suitable TCOP materials [5] and the proof of concept has 

been demonstrated [2,4], further improvements are mandatory in order to enable 

thermochemical oxygen pumps for industrial scale applications. In this work a model is 

developed, which allows to determine the reduction extend of ceria during the TCOP process 

with the goal to identify suitable modes of operation for a TCOP with considerably high heat 

recuperation.           

Discussion  

Different use cases for thermochemical oxygen pumps as well as initial modeling results of 

TCOP reactor system will be outlined and discussed. Based on the developed model, the most 

promising operation modes are highlighted and presented here. An outlook is given on how to 

transfer these results to TCOP reactor with semicontinuous mode of operation.  

 

Conclusions 

Proper modelling of various operational modes as well as simulation of practical scale-up 

scenarios of TCOP is crucial in order to identify optimized operational parameters and suitable 

pumping materials. As part of ongoing work, a sophisticated modelling approach is outlined in 

this work and initial results are discussed in the context of solar fuel production. 
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Introduction 

The increase of renewable energy share is a key element to reach the goal of carbon 

neutrality by 2050. Offshore wind turbines are increasingly used in European countries. 

Thanks to better wind quality and larger suitable area, offshore wind turbines are also 

developed far from the coast [1]. However, the cost of connection to the mainland grid 

increases largely with distance and power [2]. 

A solution to limit transportation costs is to transport energy in chemical rather than 

electrical form using hydrogen [2]. Hydrogen is produced offshore by water electrolysis 

(H2O ⇄ H2 + ½ O2) and is then transported to shore. The transport of chemical energy can 

be achieved in several ways, by conversion of produced hydrogen into e-fuel using existing 

petroleum infrastructure, or after compression by pipelines or ships. Furthermore, hydrogen 

can also be used to limit the intermittency of renewable energy by allowing energy storage. 

Nevertheless, a significant issue arises when utilizing water electrolysis in offshore 

conditions: the only steadily available water source is seawater, which contains numerous 

trace elements in addition to water. Some of these elements negatively impact the electrodes 

or separator, thereby diminishing the lifetime of the electrolyser and its efficiency [3]. 

There are two development paths to allow the use of seawater in water electrolysis. One 

involves development of new catalysts that are stable in the presence of these impurities. 

The other one entails implementing pre-treatment processes for seawater before electrolysis. 

The latter approach enables the use of industrial setups but necessitates a thorough 

examination of how trace impurities remaining after seawater treatment might impact the 

performance and lifetime. 

 

There are currently two low temperature water electrolysis technologies industrially 

available: proton exchange membrane electrolysis (PEMEL) and alkaline electrolysis 

(AEL). Alkaline water electrolysis is widely recognized for its lower sensitivity to water 

quality compared to polymer electrolyte membrane electrolysis [4]. The use of an alkaline 

medium also avoids the formation of chlorine gas, but at the cost of the low solubility of 

magnesium and calcium hydroxides as shown in Table 1. 

 

 

 

 

 

 

 

Therefore, the main goal of this work is to understand the impact of different levels of 

impurities on the electrochemical performance of conventional alkaline water electrolyser 

to be able to determine the optimised water quality. 

To know the range of study, the seawater composition must be known. In this work, 

seawater of different localisation around Europe is considered. Seawater composition 

 
 Corresponding author: nathan.wauthy@uclouvain.be 

mmol/L KOH NaOH Ca(OH)2 Mg(OH)2 

water, 

20°C 19.9e3 27.25e3 23.4 0.154 

water, pH = 14, 25°C, based on Ks 5.62e-3 5.61e-9 

Table 1: Solubility of different hydroxides. 
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depends on the localisation, but the range is the same except in Baltic sea as shown in Table 

2. Thus, a standard can be used to produce synthetic seawater. 
 

Methodology  

The faradaic efficiency and the voltage change in the presence of different trace elements 

are studied in 1 M KOH electrolyte.  

Firstly, the most prevalent anion in seawater (chloride) is investigated using KCl salts.  

Concerning cations, sodium ions are the most prevalent cations in seawater, although they 

are usually already found in the KOH pellets used to prepare the solution. Hence, our 

investigation is focused on the second most commonly occurring cation in seawater, namely 

magnesium ions (Mg2+). 

Concerning the setup, 4 cm² industrial (Hydrogenics, Pt/IrO2 coated) electrodes and 3000 

µm Nickel foam (Alantum) as spacer are used with Nickel bipolar plates and EPDM gaskets. 

Electrolyte is at room temperature and flow at 0.9 l/min using peristaltic pumps. 

The schematic of the setup is illustrated in Figure 1. 

 
Figure 1: Schematic of the setup used. 

To study the effect on the cell voltage, the following protocol is applied to the cell and is 

illustrated in Figure 2. 

mmol/L Na+ Mg2+ Ca2+ K+ Cl- SO4
2- 

Standard seawater 469 52.7 10.3 10.2 553 28.2 

Atlantic 493 55.1 10.8 10.9 577 29.5 

North sea 478 54.6 11.9 10.3 569 28.4 

Baltic sea 99 10.5 2.6 2,17 116 5.99 

Mediterranean sea 515 62.3 10 9.49 615 22.4 
Table 2: Most prevalent ions of seawater in different localisations. 

Figure 2: Applied current to compare cell voltage. 
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▪ Open circuit (10 s) 

▪ 6 cyclovoltammetry 0 to 2 A (100 mA/s) 

▪ 4 galvanostatic from 0,5 to 2 A with 0,5 A step (300 s each)  

▪ 6 cyclovoltammetry 0 to 2 A (100 mA/s)  

▪ Open circuit (10 s) 

To study the faradaic efficiency, a galvanostatic at 2A is applied during the required time to 

perform three gas collections. 

Each experiment is composed of one voltage and one faradaic efficiency study. 

The effect of a given contaminant is studied with the same cell (no dismantling) for each 

concentration.  

The study begins without additional impurity to have a voltage reference value and to ensure 

a perfect sealing (faradaic efficiency equal to 1). Afterwards 0.01 mM of the impurity is 

added, and a new experiment is performed. The experiment is repeated with a concentration 

increased by a factor 10 until an effect is observed or it reaches the seawater concentration.  

 

Discussion  

Potassium chloride (KCl)  

The first element to study is KCl as chlorine is the most prevalent ion in seawater.  

Figure 3 illustrates that no gaseous species are expected with chlorine as only Cl- and ClO4
-

are present at pH = 14.  

However, the formation of ClO4
- requires several steps as described below: 

Cl- + 2 OH- ⇄ ClO- + H2O + 2e-        (1) 

ClO- + 2 OH- ⇄ ClO2
- + H2O + 2e-       (2) 

ClO2
- + 2 OH- ⇄ ClO3

- + H2O + 2e-       (3) 

ClO3
- + 2 OH- ⇄ ClO4

- + H2O + 2e-        (4) 
Overall equation: Cl- + 8 OH- ⇄ ClO4

-+ 4 H2O + 8e-     (5) 

ClO- step is crucial to start the reaction because this reaction requires the largest potential 

(+0.89 V). Therefore, a metastable Pourbaix diagram (illustrated in Figure 4 with ClO4-, 

ClO3-, ClO2- excluded) can be considered. 

 
Figure 3: Pourbaix diagram of the chlorine-water system (aqueous species) [5]. 
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Figure 4: Pourbaix diagram of the chlorine-water system (aqueous species, considering ClO-) [5]. 

 

 

 

 

 
(a) 

 
(b) 

Figure 5: Effect of chlorine concentration on (a) faradaic efficiency (b) cell voltage. 

Figure 5a shows that the faradaic efficiency is close to one. This means that no side reaction 

occurs whatever the concentration studied. If the ClO- reaction had taken place, two 

electrons would have been consumed (eq. 1) without producing any gas leading to a Faradaic 

efficiency different to one.  

Concerning the voltage change, an increase of cell voltage can be observed in Figure 5b 

with a concentration of 100 mM. An increase of the cell voltage leads to an increased energy 

consumption for a given amount of H2 produced.100mM represents a fifth of the 

concentration in seawater. It means that seawater pre-treatment is required to perform 

industrial alkaline water electrolysis.  
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Magnesium sulfate (MgSO4) 

Another experiment was performed with MgSO4.  

As magnesium has a large negative overpotential, there is no risk of reduction at the cathode. 

However, as shown in the introduction, magnesium hydroxide has a low solubility which 

leads to potential precipitation. Concerning sulfate, the corresponding Pourbaix diagram is 

shown in Figure 6. 

 

Figure 6: Pourbaix diagram of the sulfur-water system. 

This figure shows that there is no side reaction at the anode as SO4
2- is stable. However, it 

can react at the cathode to form S2-. But this reaction requires 8 electrons (SO4
2- + 4H2O + 

8e- ⇄ S2-+ 8 OH-) which is an important limitation. 

The voltage and the faradaic efficiency are shown in Figure 7. 

 

 

 

 
(a) 

(b) 

 
Figure 7: Effect of the magnesium sulfate concentration on the (a) faradaic efficiency (b)cell voltage. 
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Faradaic efficiency is also close to one meaning that no side reaction occurs. Concerning 

the voltage, there is an increase once again at a concentration of 100 mM. Nevertheless, 100 

mM is above the concentration of magnesium and sulfate in seawater. But a precipitate is 

already observed at 10 mM (below the concentration of seawater). Precipitations is an issue 

as there is a risk of accumulation in the system leading to clogging. 
 

Conclusions  

This work explores the impact of different concentrations of KCl or MgSO4 on the 

electrochemical performance of conventional alkaline water electrolyser. Preliminary 

results show that a direct electrolysis of seawater with an industrial setup can not be 

performed due to an increase of cell voltage with KCl. Therefore, a water pre-treatment is 

required before producing hydrogen with industrial alkaline electrolysers. 

But this study must continue to ensure that no element impacts the performance of the 

electrolyser with a purified seawater containing less than 100 mM chloride. Therefore, most 

prevalent ions in seawater have to be studied. But even further development is required to 

know if the effect is dependent on the salt (NaCl vs KCl for example) and the presence of 

other elements (combined effect). 
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Introduction 

Hydrogen (H2) is considered a promising alternative to fossil fuels and a vital element in 

decarbonizing various industries, making it a pivotal component of future energy systems. 

However, establishing a sustainable H2-based economy poses challenges related to safety, 

storage, and efficient transportation. Current storage methods include compression, 

cryogenic liquefaction, chemisorption in metal hydrides, or physisorption in nanoporous 

materials, each with its own advantages and drawbacks, making it challenging to meet cost, 

safety, and performance requirements[1]. To enable the H2 economy, new storage 

technologies with high volumetric and gravimetric density and favorable thermodynamic 

conditions are essential. In this regard, the hydrate-based gas (clathrate hydrate) storage 

method has received widespread attention in recent times[2]. Clathrate hydrates are unique 

inclusion compounds where non-polar gas molecules (guest) are trapped within the 

hydrogen-bonded H2O cages through van der Waals forces under specific thermodynamic 

conditions. The interaction between H2O and different guest gases results in the formation 

of various cage-like structures such as the structure I (sI) hydrate unit cell, having two 512 

cages and six 51262 cages, similarly, the structure II (sII) hydrate unit cell comprises sixteen 

512 cages and eight 51264 cages[3]. Bulk, synthetic clathrates are typically formed at high-

pressure and low temperatures. By confining H2O in hydrophobic pores of activated carbon, 

methane (CH4) clathrate formation was recently shown to be easier and reversible, occurring 

at much milder thermodynamic conditions than expected[4]. H2 clathrates can also be 

obtained from bulk H2O, but this process requires pressures above 200 MPa and 

temperatures below 248 K[5], limiting their practical application. Nevertheless, 

hydrophobic materials are expected to facilitate reversible, fast uptake of H2 into clathrates, 

and enable stabilization at milder thermodynamic conditions, akin to CH4 clathrates. 

Achieving this, however, still demands pressures of 200 - 300 MPa and temperatures 

between 240 K and 248 K to enable H2 storage of 5.3 wt.%. The inclusion of larger-sized 

liquid-based molecules such as tetrahydrofuran (THF), 1,3-dioxolane (DIOX), 1,2-

Epoxycyclopentane (ECP) as co-guest and promoters helps to form mixed H2 clathrates 

under milder conditions (6 - 12 MPa and 278 K), at the expense of storage capacity (1 wt.% 
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H2) as these larger molecules occupy the large cages (51264) of the sII structure[1]. 

Consequently, there exists a trade-off between synthesis conditions and maximizing H2 

storage capacities. On the other hand, there's been limited research on enhancing the kinetics 

in an unstirred packed (porous materials) bed reactor, which could offer the potential for 

advancing clathrate-based H2 technology. Recent studies have demonstrated that within a 

hydrophobic environment, H2O molecules try to minimize free energy by arranging 

themselves in a regular tetrahedral pattern, which enhances their mobility and boosts hydrate 

nucleation, compared to hydrophilic materials[6]. Inspired by these findings, this study 

utilizes CH4 as a promoter rather than a liquid-based promoter, in a hydrophobic 

environment considering the ability of CH4 to shift hydrate equilibrium to mild conditions 

compared to bulk pure H2 hydrates, moreover, the smaller molecular size of CH4, compared 

liquid promoters, might facilitate H2 to compete/accommodate/exchange in both large and 

small cages, thereby enhancing the storage density of H2. Meanwhile, any CH4 molecules 

within the hydrate that remain unexchanged with H2, can further serve as an additional 

energy medium, thereby enhancing the overall energy density, which contrasts with liquid 

promoters, that offer no such advantage. However, it is crucial to conduct preliminary 

investigations to comprehend several essential aspects. First, understanding the phase 

equilibrium of CH4 hydrates is vital, as they provide the foundational medium for 

incorporating H2 into the cages through a gas exchange mechanism. Second, evaluating the 

storage capacity and kinetics of CH4 hydrate growth within interstitial spaces and 

hydrophobic porous materials. These evaluations determine the quantity of H2 that can be 

stored. Third, analyzing the H2 storage capacity within a binary H2-liquid promoter hydrate 

influenced by hydrophobic porous materials establishes a baseline for the minimum storage 

capacity. Lastly, investigate the hypothesis that H2 can be enclathrated in large or small 

cages of CH4 hydrate through an exchange mechanism, thus enhancing H2 storage density. 

Therefore, this study will address and explore all the aforementioned aspects. 

 

Methodology  

A schematic layout experimental setup is shown in Fig. 1.  

 
Fig. 1: Schematic layout of the experimental setup used in this study 

 

Further information corresponding to all the experimental procedures for CH4 hydrate 

investigation as mentioned in the introduction is outlined in earlier publication[7]. A similar 

methodology was followed for H2 uptake experiments, except for pure H2O, a stoichiometric 

amount of 5.56 mol% THF solution was added to the synthesized material based on 

complete pore volume saturation. Interstitial space between stainless steel beads (SSB) of 

different diameters and mesopores of hydrophobic porous materials were exploited to 

estimate CH4 hydrate storage capacity and hydrate growth kinetics in an unstirred reactor. 

Detailed information on these materials' synthesis and characterization is presented in our 
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latest publication[7]. Unfortunately, additional details regarding the materials used for H2 

hydrates cannot be disclosed as they are currently undergoing review with a scientific 

publisher at the time of submitting this extended abstract. For the gas exchange experiments, 

a novel procedure was employed. After forming CH4 hydrate within the hydrophobic porous 

material, the reactor's temperature was lowered to self-preservation temperature (268.15 K) 

of the CH4 hydrate at 1 atm. At this point, the CH4 gas in the reactor was rapidly removed, 

followed by multiple H2 flushes to eliminate any remaining CH4 gas in the reactor 

environment. Subsequently, H2 gas was introduced into the reactor at 268.15 K to reach a 

desired pressure of 5 MPa. Thermal stimulation steps were then conducted by increasing the 

reactor's temperature from 268.15 K to 272 K and beyond, to partially melt the hydrate 

layers in porous media and facilitate H2/CH4 exchange within the cages. Throughout the 

replacement process, gas samples were extracted at different time periods (at the start of H2 

injection, after 24 hours of thermal stimulation to monitor changes in CH4 and H2 

compositions in the gas phase, and after a sufficient time following further temperature 

elevation) and analyzed using a Quadrupole Mass Spectrometer (QMS). The gas sample 

volume was 1 mL, and any potential impact of the sampling process on the replacement 

process was disregarded in this study. Prior to gas analysis, the QMS was also calibrated 

with various H2/CH4 ratios in the gas phase. The amount of CH4 or H2 gas consumed during 

hydrate formation, the normalized gas uptake (NGt) at any given time t, and the percentage 

of H2O to hydrate conversion were estimated using different calculation methods as 

presented in one of our recent publications[7, 8]. However, a slight modification was applied 

to the percentage of H2O to hydrate conversion in the case of H2 hydrates with liquid 

promoter and is presented in 1 and 2. 

𝑊𝑡𝐻(%) =
(∆𝑛𝐻2,𝑡 + ∆𝑛𝑇𝐻𝐹) × 𝐻𝑛

𝑛𝐻2𝑂

× 100 
1 

∆𝑛𝑇𝐻𝐹 = ∆𝑛𝐻2,𝑡 ×
𝑛𝑜. 𝑜𝑓 𝑙𝑎𝑟𝑔𝑒 𝑐𝑎𝑔𝑒𝑠

𝑛𝑜. 𝑜𝑓 𝑠𝑚𝑎𝑙𝑙 𝑐𝑎𝑔𝑒𝑠
 

2 

Here, ∆𝑛𝐻2,𝑡 is moles of H2 consumed at time t, 𝑛𝐻2𝑂 is moles of H2O introduced into the 

reactor; ∆𝑛𝑇𝐻𝐹 is moles of THF consumed for hydrate formation, assuming that THF 

occupies solely 51264 cages, and Hn is hydration number, which is 5.67. 

 

Discussion  

Gas hydrates have a vital role as a potential energy source, and their phase equilibrium (P-

E) conditions are necessary for storage applications. To date, hydrate P-E conditions are 

determined from experiments, thermodynamic models, artificial intelligence algorithms, 

and empirical correlations. Among these, the first three approaches are subjected to high 

cost, sophisticated programming, long training time, and are not suitable for hand 

calculations. Whereas there exist significant advantages of using empirical correlations such 

as accuracy (within the range of its application) and simplicity in terms of requiring less 

input data such as pressure, temperature, molecular weight, and specific gas gravity. 

Considering this, a new generalized empirical correlation, as shown in 3, is proposed for 

predicting CH4 hydrate P-E in pure H2O applicable in the ranges of 273.2−303.48 K and 

2.63−72.26 MPa. 

 
𝑇 = 𝑎 + 𝑏𝑃 + 𝑐/𝑃 3 

Here, T is the temperature in K, P is pressure in MPa, and a, b, c are correlation coefficients 

with values 288.0102, 0.2488, -45.0063, respectively. A total number of 260 equilibrium 
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data points were collected from the literature, out of which, 215 data points were employed 

to obtain the coefficient parameters by adopting a nonlinear regression technique, and the 

remainder data points were allotted to check the validity of the proposed correlation. 

Statistical error analysis showed that the new correlation has better performance (Fig. 2) 

compared to conventional empirical correlations in predicting P-E conditions. For further 

information into statistical error analysis, we direct the reader to refer to our recent 

publication[9].  

 
Fig. 2: P–T plot between experimental values and those calculated from the empirical correlations 

 

For the second stage of the investigation, i.e., evaluating the CH4 storage capacity and 

kinetics of hydrate growth in unstirred packed bed reactor, preliminary test was performed 

to exploit the interstitial space between SSB in a packed fixed-bed reactor, also considering 

that high thermal conductivity of SSB can potentially accelerate hydrate growth by rapidly 

removing hydrate heat from the reaction. Fig. 3a compares the hydrate formation at 6 MPa 

in 5 mm and 2 mm diameter SSB packing filled with 2.05 g H2O. While both achieved 

similar maximum gas uptake, the 2 mm packing exhibited a higher CH4 hydrate formation 

rate due to the availability of more interstitial space, offering more nucleation sites. Despite 

reaching approximately 0.14 mol CH4/mol H2O, a substantial 70% reduction in gas uptake 

was noted when increasing H2O content from 2.05 g to 10.25 g (Figure 3b), resulting in very 

sluggish uptake kinetics. These outcomes clearly suggest significant mass transfer reduction 

and diffusion effects, attributed to a higher gas-liquid interface due to higher H2O content, 

compared to the solid-gas-liquid interface observed with lower H2O content. These findings 

emphasize that although SSBs are cost-effective, water-to-hydrate conversion relies on the 

water content-to-SSB ratio, favoring lower ratios, which might not be ideal for larger-scale 

setups.  

CH4 hydrates within hydrophobic porous materials (SBA-15 C8 and Ring PMO) were also 

studied under various conditions, including different pore-volume saturations and 

temperatures (269 K - 276 K) with an experimental pressure of 6 MPa. Both materials 

displayed rapid hydrate growth, making them favorable for CH4 storage applications. 

However, SBA-15 C8 took longer than Ring-PMO to reach its peak storage capacity, 

regardless of the driving force applied. Optimal pore-volume saturations were found to be 

130% for SBA-15 C8 and 200% for Ring-PMO. Beyond these values, a significant decrease 

in gas uptake was observed. At 269 K, the maximum storage capacity was 0.098 mol 
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CH4/mol H2O at 130% pore-volume saturation for SBA-15 C8 and 0.101 mol CH4/mol H2O 

at 200% pore-volume saturation for Ring-PMO (Fig. 4a). Compared to SSB, porous 

materials are advantageous due to their lighter weight, lower volume occupancy, higher 

surface area availability, making them ideal for large-scale hydrate-based energy storage. 

Both hydrophobic materials demonstrated favorable CH4 storage as clathrate hydrates, with 

Ring-PMO showing a higher storage capacity as it can incorporate more H2O, leading to 

substantially increased total dry weight storage capacities of 5.4 wt.% for SBA-15 C8 and 

17.2 wt.% for Ring-PMO. For further into the kinetic modeling on gas uptake, we direct the 

reader to refer to our recent publication[7]. 

    
Fig. 3: ((a-left)) Normalized CH4 uptake at 273.65 K in 5 and 2 mm SSB packed bed filled with 2.05g H2O, 

((b-right)) Normalized CH4 uptake in 5 mm SSB in 2.05g and 10.25g H2O. Black: (2.05g H2O – 273.65 K), 

Red: (2.05g H2O – 275.65 K), Blue: (10.25g H2O – 273.65 K), Magenta: (10.25g H2O – 275.65 K). 

 

 
Fig. 4: (a) CH4 uptake behavior in SBA-15 C8 and Ring-PMO at 269 K and 6 MPa; (b) Schematic of CH4 

and H2 in sI unit cell after gas exchange in cages 

 

Confirming that hydrophobic porous materials are efficient in terms of favorable CH4 

storage capacities, additional tests on silica-based hydrophobic porous materials using THF 

as a liquid-promoter molecule were performed to estimate maximum H2 storage capacity, 

as these results establish a baseline for our hypothesis. However, detailed synthesis and 

characterization information, as well as specific figures, are undergoing review with a 

scientific publisher and cannot be disclosed at this time. The results showed that with 5.56 

mol% THF in an aqueous phase, a maximum storage capacity of ≈ 46.77 mmoles H2/mole 

H2O can be achieved, translating to 0.52 wt.% of H2 at 7 MPa and 262 K. At 268 K, a 

maximum of 0.16 wt.% can be achieved, demonstrating higher H2 storage capacities 
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compared to the literature. This suggests that hydrophobic porous materials facilitate better 

mass transfer, enhancing H2 enclathration within the pores, compared to bulk systems. 

Using the same hydrophobic silica-based material, we tested the hypothesis of using CH4 as 

a thermodynamic promoter for H2 enclathration via a gas exchange mechanism. Initially, a 

maximum storage capacity of 9.6 wt.% of CH4 hydrates at 5 MPa and 272 K with 100% 

pore volume saturation with pure H2O was obtained. Following the evacuation procedure, 

H2 gas at 5 MPa was pressurized upon already formed CH4 hydrates. After 24 hours and 

thermal stimulation to 272 K, a maximum storage capacity of 0.36 wt.% of H2 was achieved, 

with 6.3 wt.% of CH4 hydrates remaining in the system. This indicated a H2/CH4 exchange 

ratio of ≈ 0.4, where one H2 molecule replaced one CH4 molecule in each small cage and 

in two H2 replaced one CH4 in a large cage. Further temperature increases to 274 K led to a 

maximum H2 storage capacity of 0.47 wt.%, with a H2/CH4 exchange ratio of ≈ 0.5, 

signifying the addition of one more H2 in large cage. A schematic of CH4 and H2 molecules 

in sI hydrate unit cell is presented in Fig. 4b. It is also important to mention that these 

exchange ratios mentioned are purely based on theoretical calculations for sI hydrate. 

Further experiments via in-situ NMR are due to verify.     

Conclusions  

H2 is a key player in decarbonization and future energy systems. However, challenges in 

safe storage and transportation persist highlighting the need for novel approaches that offer 

high storage density at favorable thermodynamic conditions. One promising method is the 

utilization of clathrate hydrates. In this study, we explored the potential of utilizing 

hydrophobic porous materials to enhance H2 storage in clathrate hydrates via a gas exchange 

mechanism with CH4. The results demonstrated the efficiency of hydrophobic porous 

materials in facilitating higher H2 storage capacities (0.47 wt.%) compared to the literature 

at milder thermodynamic conditions (274 K and 5 MPa). Additionally, incorporating CH4 

as a promoter proved to be a promising strategy, resulting in improved H2 storage density 

by enhancing the H2/CH4 exchange within the hydrate cages. Our findings emphasized the 

importance of understanding phase equilibrium, storage capacity, and kinetics of hydrate 

growth within different porous materials. Further investigation (in-situ NMR) is essential to 

validate and optimize these findings, potentially paving the way for practical and efficient 

H2 storage solutions using clathrate hydrates. 
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Introduction 

Fighting global warming is probably one of the biggest challenges we must face this century. 

Therefore, the scientific community is exerting great efforts to reduce anthropogenic CO2 

emissions and decrease its concentration within the atmosphere. In 2022, the combined 

worldwide operational CO2 capture plants prevented the emission of almost 50 Mt of CO2. This 

capacity is expected to increase 6-fold by 2030, counting only the already planned projects [1]. 

It shows the companies’ desire to limit their CO2 emissions in the foreseeable future, especially 

in Europe where it is motivated by the increasing price for the emitted tonne of CO2. Indeed, 

the cost of emitting one tonne of CO2 on the European ETS market has increased from 25 

€/tonne in early 2020 to 86 €/tonne in August 2023 [2]. Among the possible CO2 utilization 

routes, the production of synthetic fuels by combining CO2 with H2 remains the leading option, 

mainly due to policy incentives. The European Union voted the ReFuelEU Aviation proposal 

as part of its “Fit for 55” package in April 2023, stating that the market share of synthetic 

aviation fuels should grow from 0.7% in 2030 to 28% in 2050 [3]. It is particularly interesting 

for long-freight transportation, namely ships and aircraft, for which hydrogen powering or 

electrification presents significant limitations. Hence, it would turn the long-haul transport 

industry into a defossilized, rather than decarbonized industry. Additionally, producing liquid 

fuels from CO2 and H2 offers an energy storage opportunity. Indeed, it is possible to store eight 

times more energy in traditional liquid fuels than in 700 bar hydrogen and even more when 

compared to Li-Ion batteries [4]. Those processes are generally referred to as Power-to-fuel 

processes, as the electricity generated from renewable energies is eventually stored in fuels. 

Once these fuels are burnt, the stored energy is released, and CO2 is emitted, but once captured 

(e.g., by Direct Air Capture), it can be reused as an input of the process, creating a circular 

usage of carbon.  

 

Practically, CO2 must be hydrogenated to yield hydrocarbon chains, which can be further 

upgraded to the desired fuel. Ideally, the CO2 conversion can be conducted with one reaction 

on a bifunctional catalyst, i.e. a catalyst capable of activating the highly inert CO2 molecule 

and crossing the high C-C coupling barrier required for hydrocarbon chain growth. However, 

the yields and selectivities obtained from these catalysts are low and demand further 

improvements to be applicable in large-scale facilities. Therefore, the indirect synthesis is a 

suitable alternative in which CO2 is activated in a first reactor, and then the polymerization 

reaction occurs in a second one. This work investigates principally the first reaction where CO2 

is transformed into CO, which is less stable and thus more adapted to yield complex 

hydrocarbons, through the reverse water-gas shift (rWGS) reaction: 

 

𝐶𝑂2 + 𝐻2  ⇌ 𝐶𝑂 + 𝐻2𝑂          Δ𝐻0 =  41
𝑘𝐽

𝑚𝑜𝑙
(1) 
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Objectives  

This work focuses on three main objectives. First and foremost, the goal is to determine the 

best possible operating conditions for a specific study case and design an optimal rWGS unit 

accordingly. The discussions conducted in this paper focus on this first objective. The study 

case corresponds to the experimental installation that will be set up at the University of Liège 

(ULiège) and that consists in a small pilot-scale Power-to-kerosene process made up of a rWGS 

reactor followed by a Fischer-Tropsch (FT) reactor. The H2 necessary for the reactions is 

produced by three water electrolysis cells, already operating at ULiège and having a combined 

peak production of 1.5 Nm3/h of H2. The reactor numerical model used to size this experimental 

installation will then be included in a complete process model to study process-related aspects. 

For instance, it will be possible to determine which recycling option for unreacted gases better 

suits a Power-to-kerosene process. Indeed, the process consists of a succession of two reaction 

units (rWGS and FT), bringing various recycling options, as testified by Figure 1. The recycling 

loop can be isolated around each reaction unit (options A and B), the outlet of the process can 

be recirculated at its inlet (option C) and additionally between the rWGS and FT units (option 

D). It is worth mentioning that the literature shows that recycling loops are generally used to 

intensify Power-to-kerosene processes. In many cases, the loop integrates a combustion unit 

which burns a fraction of the tail gases to provide heat for the rest of the process, especially for 

the rWGS reaction [5]–[7]. 
 

 

Concerning the second objective, the scope is not only centred on kerosene production 

anymore. The aim is to investigate the production of other types of end products and to 

determine the impact of the end product nature on the rWGS unit design. In other words, the 

point will be to determine whether the optimal design developed for kerosene synthesis is also 

suitable for another product synthesis and, thus, whether it is possible to propose a standardized 

rWGS unit design. Among others, the targetted end products can be gasoline or diesel, which 

can also be synthesised through the Fischer-Tropsc reaction, methanol, ethanol, dimethyl ether, 

etc. The last objective of this work is to pass from the steady-state model developed for the 

first objective to a dynamic model. Indeed, it turns out that modelling of the rWGS reaction, 

and Power-to-X processes in general, lacks transient considerations. Thus, flexibility analysis 

is outlined as a crucial perspective in this field to counterbalance this scarcity [8]–[10]. The 

study of the transient behaviour of these processes is paramount as they rely on the utilisation 

of renewable energies, which are variable in nature.  

 

Methodology  

This thesis combines modelling and experimental work through the installation of the pilot 

facility at ULiège. The first utilization of the developed model is to design and determine the 

size of this actual installation. Therefore, the model should be sufficiently precise, which is the 

reason why the model accounts for the reaction kinetics. Nevertheless, the first developed 

Figure 1 : Recyling loop possibilities between the rWGS and the Fischer-Tropsch units 
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model is a simple Gibbs model, i.e. an equilibrium model, which enables the obtention of first 

insights regarding the influence of operating variables on reaction performance. It also helps 

to have a first idea of the operating conditions ranges and to compare them with the values 

found in the literature. The Gibbs model considers the rWGS reaction (see Equation (1)) and 

also two exothermic parallel methanation reactions, which appear along this one: 

 

𝐶𝑂2 +  4 𝐻2 ↔ 𝐶𝐻4 + 2 𝐻2𝑂          Δ𝐻0 =  −165 
𝑘𝐽

𝑚𝑜𝑙
 (2) 

𝐶𝑂 + 3 𝐻2 ↔ 𝐶𝐻4 + 𝐻2𝑂          Δ𝐻0 =  −206 
𝑘𝐽

𝑚𝑜𝑙
 (3) 

 

In some simulation works, exothermic coking side reactions (Boudouard and Bosch equilibria, 

methane pyrolysis) are also included in the model. However, these reactions are generally 

neglected, given the high operating temperature required for the rWGS reaction [5], [6], [11]–

[13]. Some results obtained from this equilibrium model are discussed in the following section. 

 

In order to upgrade this equilibrium model, a complete kinetic model was developed in Aspen 

Custom Modeler (ACM) accounting for material, heat and momentum balances. The utilization 

of ACM as a simulation software offers some freedom in terms of reactor modelling compared 

to built-in reactor models from Aspen Plus but still keeps the advantage of the availability of 

the different Aspen Properties databases. The kinetics implemented in this model were 

designed for a 2 wt-% Ni/Al2O3 catalyst by Vidal Vázquez et al. [14] and were chosen for 

different reasons. The kinetic model structure of Vidal Vázquez et al. is based on the work of 

Xu and Froment [15], who developed a model for methane steam reforming, methanation and 

water-gas shift reactions, which has been used in numerous works in the past. Furthermore, 

Vidal Vázquez et al.’s kinetics have been presumably used to size a rWGS experimental 

installation whose size is similar to the one that will be set up at ULiège [16]. Finally, Vidal 

Vázquez et al. regressed their model with experimental data obtained in a wide range of 

temperatures (between 550 and 850°C) and pressures (between 1 and 30 bar). This latter point 

is worth mentioning as most of the rWGS kinetics accessible in the literature are based on 

experiments conducted at atmospheric pressure and lower temperatures [17]–[20]. 

 

Discussion  

Table 1 gathers the rWGS reaction operating temperature and pressure referenced in various 

simulation works. This table comes from a review paper on the rWGS reaction, which is 

currently in preparation. The operating conditions are discussed in further detail in this future 

paper [21].  

Table 1 - Operating conditions applied for the rWGS reaction in different simulation works 

Temperature (°C) 
Pressure 

(bar) 
Reference Temperature (°C) 

Pressure 

(bar) 
Reference 

900 25 [5] 1000 30 [22] 

550 – 950 1 – 25 [6] 950 25 – 30 [23] 

900 30 [12] 900 4.2 [24] 

665 – 750 1 [25] 1000 – 1200 1 – 30 [20] 

350 – 940 1 – 30 [26] 980 – 1000 20 [16] 

400 – 700 1 [27] 800 1 [28] 
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The main message emerging from this table is the high operating temperature required by the 

rWGS reaction. Although some of the referenced works studied it at a lower temperature, their 

conclusion regarding the optimal operating temperature is always towards the higher values of 

their considered range. The general conclusion drawn from these works reveals that the rWGS 

reaction should be operated above 700°C. There is not a straight conclusion that can be figured 

out from Table 1 regarding the operating pressure, which is discussed at the end of this section. 

Those trends are verified using the Gibbs reactor model mentioned previously. Figure 2 shows 

how the equilibrium composition obtained at the outlet of a Gibbs reactor varies for different 

operating temperatures. The methane curve justifies the high operating temperature required, 

as below 700°C, its proportion in the outlet stream starts increasing. Conversely, above this 

temperature, the amount of CH4 becomes negligible, and the CO selectivity can be maximized. 

 

 

This decrease in the methane curve with temperature is explained by the exothermicity of 

methanation reactions (see Equations 2 and 3), while the selectivity of CO increases with 

temperature as the rWGS reaction is endothermic. This competing effect between the rWGS 

and the methanation reactions also explains the H2 curve shape. The methanation reactions are 

favoured at low temperatures, leading to a significant H2 consumption, induced by its 

stoichiometric coefficient in Equations 2 and 3. As the temperature rises, those reactions are 

less and less favoured, and H2 is less consumed. At 700°C, the conditions start to be optimal 

for the rWGS reaction, and H2 consumption is increased by this latter. Yet, the decline rate is 

slower as its stoichiometric coefficient is now 1 with respect to CO2. 

 

As mentioned in the previous section, coking side reactions are generally neglected in rWGS 

reactor models. In order to verify the validity of this assumption, the Gibbs reactor model can 

be used by comparing a simulation considering those side reactions (dashed line in Figure 3) 

and a simulation without them (solid line in Figure 3). The CO selectivity is barely impacted 

by the coking reactions, as depicted in the right-hand side graph, but CO2 conversion is 

enhanced at low temperatures, which is explained by the exothermicity of this kind of reaction. 

However, at high temperatures, the effect of coking reactions is not visible anymore as they 

become negligible, and these graphs reinforce the assumption of neglecting these reactions in 

the model, as mentioned in the literature. Concerning the impact of the operating pressure, it 

turns out that in the range of operating temperatures for the rWGS reaction, the CO2 conversion 

and CO selectivity are both favoured at atmospheric pressure. However, Table 1 shows a 

tendency in some works to operate the reaction at higher pressure. This discrepancy in the 

optimal pressure for the rWGS reaction comes from process considerations and not only reactor 

engineering aspects. Indeed, most reactions taking place after the rWGS unit in Power-to-X 

Figure 2 - Equilibrium composition obtained at the outlet of a 

Gibbs reactor for different operating temperatures at 1 bar and 

for an inlet H2/CO2 = 2 
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processes are generally operated at high pressure. The selection of the optimal rWGS pressure 

is thus a trade-off between operating at low pressure to hinder side reactions and consequently 

favour the rWGS reaction or at high pressure to minimize the subsequent compression needs. 
 

 

Conclusions  

This work investigates the rWGS reaction as an intermediate step in Power-to-X processes, 

especially to convert CO2 into CO. This paper focuses on the first objective of this work, 

namely designing an optimal rWGS unit for integration in a Power-to-kerosene process. The 

reaction operating conditions referenced in the literature were compiled and validated with a 

Gibbs reactor model. It turns out that the reaction should be operated above 700°C to maximise 

CO selectivity, while the optimal pressure must be selected by considering additional process 

aspects. The kinetic reactor model is already implemented, but the results are discussed in 

another paper. The upcoming steps will be to use this kinetic model to design the ULiège 

experimental installation and to include it in a complete Power-to-kerosene process model. 
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